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OneTrust DataGuidance partnered with Ashurst LLP to present Emerging Tech, a four-part series of articles and videos on the data protection issues relating to novel forms of technology.

Alexis Kateifides was joined by Gita Shivarattan and Tom Brookes, of Ashurst LLP, for the first instalment of the series. Gita and Tom introduce some of the key issues clients should consider when incorporating new technology solutions, such as data subject rights, transparency, and discussions around innovation and regulation.

In the second installment of the series, Gita introduces some of the topics that clients should consider when incorporating artificial intelligence ('AI') technology solutions, such as lawful bases, data minimisation, data subject rights, and Privacy by Design, alongside discussing some uses and applications of AI technologies.

Tara Waters and Gita joined us for the third instalment of the series. They outline some of the main areas users should consider when working with blockchain, particularly its coexistence with data privacy law.

In the final part of the Emerging Tech series, Gita and Tom consider some of the concerns faced by the ad tech industry and discuss which regulations have had the most impact on digital advertising.
Emerging technologies, such as artificial intelligence (‘AI’), blockchain, and adtech, provide limitless opportunities for businesses to develop innovative, tailored, and targeted offerings to consumers, and to engage a wider audience. Increasingly sophisticated data monitoring and analytics can provide businesses with a competitive advantage due to improved knowledge about service users, such as where they go, what they buy, and what their habits and preferences are.

Whilst these practices are not new, it is the emerging technologies that enable the scale of connectivity and the volume of data to be processed, which sets them apart from traditional technologies. These emerging technologies are able to harness vast volumes of data in real-time, and effortlessly transfer that data around a complex network of other connected systems and applications. The innovative ways in which data is used in these technologies, and the increasingly complex data flows, need to be considered in the context of the ‘new world order’ of the General Data Protection Regulation (Regulation (EU) 2016/679) (‘GDPR’).

Innovation v. regulation

In the last 24 months, we have seen a plethora of digital technologies that are already inspiring competition in consumer markets, for example; ‘digital assistant’ technologies (e.g. Apple’s ‘Siri,’ Google’s ‘Home,’ Amazon’s ‘Alexa,’ or Microsoft’s ‘Cortana’), wearable computing, sensor technology, and drones. Many businesses, too, are taking advantage of the flexibility, learning capabilities, and connectivity of new technologies to improve and digitise their services to engage a wider audience.

This development of intelligent software and digital AI technologies, that are capable of simulating human reasoning and learning, is industry-agnostic. Consequently, the related privacy risks will depend on the type of data that is being processed and the purpose of the processing.

In parallel with these developments, the GDPR came into effect in May 2018 and introduced the highest standard for data protection laws globally, as well as new rights for individuals that are aimed at enabling greater control in respect of their data. One of the main drivers behind the GDPR was to modernise European data protection laws, and to introduce a regime which was created with technology in mind. The GDPR replaced the Data Protection Directive (Directive 95/46/EC), which was over 20 years old (i.e. before social media networks became one of the main mediums for communication and some of the world’s largest data hubs and exchanges). That said, given the pace of development and the innovation of emerging technologies, some aspects of the GDPR may already seem antiquated, and complying with its obligations can prove challenging. It follows as no surprise that data protection regulators acknowledge the tension between technology innovation and regulatory compliance, often emphasising that data protection should be seen as an opportunity, rather than a barrier to innovation. The UK’s Information Commissioner’s Office (‘ICO’) has published its Technology Strategy 2018-2021, in which it states:

‘The most significant data protection risks to individuals are now driven by the use of new technologies. The risks are broad - from cyber-attacks to the growth of [AI] and machine learning [...] [t]hese advances need not come at the expense of data protection and privacy rights - the ICO’s approach to technology will be underpinned by the concept that privacy and innovation are not mutually exclusive. When they both work together this creates true trust and data confidence. Technology is therefore viewed by the ICO as a risk and an opportunity.’

Data privacy - a right challenged by technology?

In Europe, privacy is seen as a fundamental human right, and it is from this premise that the GDPR was drafted. However, large data flows and connectivity of everyday devices raise difficult questions about how to best protect this right. Smart devices are able to record habits, lifestyles and health patterns, providing useful information to companies to improve and tailor products and services. But who else has access to this information? And what related assumptions and biases are being made?

Emerging, data-heavy technologies therefore carry a unique set of privacy challenges. Digital boundaries are regularly poorly defined and communication between smart devices can often be triggered.
automatically. Couple this with the number of different stakeholders, each carrying out separate activities within the data processing lifecycle, from data-aggregators to device manufacturers and application developers, who may seek to repurpose that data for entirely different uses. Sophisticated data technologies can mean that what might have once been anonymised or insignificant user data, may now be used to make more consequential inferences.

Transparency and control
Therefore, the lack of transparency and user control is a huge issue, and is pervasive across all technological developments.

Businesses need to carefully assess the purpose for which they are using the data, and whether they need to obtain specific, informed consent from individuals for ancillary (and unnecessary) processing of their data. This is likely to present challenges where traditional consent mechanisms are not up to the task.

The solution, in many cases, is to embed privacy pop-ups or defaults at all stages within the design of devices and applications, and as close as possible to the point of data collection. Businesses will need to design and implement user-friendly privacy notices around the use of data, and seek to develop new methods of giving information to users to allow for greater transparency and individual control.

Controller or processor conundrum
Often in these complex relationships between stakeholders, it is not black or white as to which party is acting as a controller or a processor. Indeed, in some scenarios, a party may take multiple roles depending on the processing activity. Nevertheless, being clear about the roles of a party in respect of processing is key to assessing both risk and the applicable obligations under the GDPR. For example, controllers have to comply with the transparency principle, part of which requires that they provide individuals with a fair processing notice stating (amongst other things) the ways in which their data is used, who else may have access to it, how long it is kept for, and so on. However, it may be that a party that it quite far removed from the end-user is acting as a controller, and it would be impracticable for that party to provide the individual with a notice. The solution, more often than not, is to contractually delegate the responsibility to notify the end-user to the party with the direct relationship. We now see many businesses providing template wording for counter-parties to include in their privacy notices to address this issue.

Data subjects - rights and hype
The GDPR introduces a number of enhanced rights for individuals in respect of their personal data, such as the right to be forgotten, the right to data portability, the right to not be subject to automated decision-making, and the right to object. As mentioned above, the purpose of introducing these rights was to ensure that individuals have control over their data and the way in which it is used.

The hype around the introduction of the new data subject rights, as well as the abolishment of the previous subject access fee (although it was nominal) are likely to result in an increased number of such requests, which organisations will need to process within the one month period, unless there are extenuating circumstances.

Fines associated with infringements by an organisation of its obligations to comply with a data subject request to exercise his or her rights, may result in the higher tier of fine available under the GDPR of up to 4% of global turnover, or €20 million. Organisations should consider, at the outset, how a data subject request will be handled and implemented, as well as, how to ensure that the network of stakeholders, which may be in receipt of the data, are also notified, and assist with such requests.

Security - one size fits all?
Security and privacy principles go hand-in-hand in ensuring organisations stay on the right side of both regulators and consumers. Under the GDPR, both controllers and processors of data are required to implement appropriate technical and organisational measures to protect against unlawful or unauthorised processing of personal data. If organisations fall short, affected individuals have various rights to demand resolution and, in some situations, to receive compensation. In addition, regulators have the power to issue sanctions and fines of up to 2% of global annual turnover, or €10 million. When assessing what is an appropriate level of security, organisations need to give consideration to the nature of the personal data, the technology available in the market, the cost of implementation, the risk of processing, as well as the associated risk of varying likelihood, and the severity of the rights and freedoms of natural persons. It is easy to see from this list, that this is not a one size fits all determination and will require that the right internal stakeholders are involved in informing this decision.

In an era of connected technologies, the quality and safety of digital services is key. The security threat landscape is changing rapidly and the advent of smart connected technologies means any small, connected element might become a potential point of vulnerability to the whole system. A good illustration is the attack on domain name system provider, Dyn. The sustained cyber attack was launched through various ancillary (but connected) parts of the system, including CCTV cameras, printers, and even baby monitors.

To address the cybersecurity risk, organisations cannot assess risk in a silo of the individual pieces of technology or processing activities. A holistic review of the full system architecture, from workstations, communication links and storage infrastructure, to anything with the potential to connect, is key to ensuring that the risk has been appropriately quantified.

Whilst employing state of the art security measures may go some way to protecting data in the system, it is well known that most security breaches arise out of simple human error. Regular and effective staff training, supported by appropriate and detailed policies, can ensure cybersecurity becomes an embedded culture among employees. In addition, bringing in external advice where there are gaps in a team’s expertise will help, and integrating cybersecurity into digital business models from the outset will increase trust, efficiencies and confidence across an organisation.

AI is emerging in its own right as a nascent industry with the potential to raise the productivity of a diverse range of sectors and create entirely new jobs. PWC estimates that ‘AI could contribute up to $15.7 trillion to the global economy in 2030, more than the current output of China and India combined. Of this, $6.6 trillion is likely to come from increase productivity and $9.1 trillion is likely to come from consumption side effects.’

The growth and adoption of this technology is inevitable. As a technology, albeit at an embryonic stage, AI has already proven that when strategically deployed it drives operational efficiencies and can lower costs. For example, chatbots, smart reply and predictive technologies being used as a first response customer service tool and warehouse and distribution analytics for network optimisation.

AI solutions are dependent on access to large and diverse datasets. These datasets are required to shape, train and direct AI towards the required outcomes. Before we delve into the data protection considerations, for context we have set out some AI applications and examples of use cases in which are already present in our everyday lives (see Figure 1).

There are other legal challenges around AI which need to be grappled with, including:

- potential discrimination or bias;
- the impact on resourcing and labour markets; or
- antitrust issues.

Each of these important issues requires thoughtful consideration, but they are beyond the scope of this article which focuses exclusively on data protection legal issues and AI.

### Al and data protection

#### Personal data

Data protection laws govern the use of personal data. The definition of personal data can vary by jurisdiction and by statute, therefore ascertaining whether personal data is involved is not a simple task. The line between what is ‘personal’ and what is not has been blurred by the correlations and inferences that can be made from aggregated data sets. Today, information that once seemed to be non-personal now has the potential to be personal data, particularly where distinct data elements are joined together. The General Data Protection Regulation (Regulation (EU) 2016/679) (‘GDPR’) defines personal data as:

‘any information relating to an identified or identifiable natural person (‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person.’

The very nature of AI, including the variety of data sets on which it often depends to expand the capability for linking data or recognising patterns of data that may render non-personal data identifiable, seems to be in constant tension with the challenge of determining when data protection laws apply.

Businesses looking at investing in or developing AI solutions will need to ensure that they are able to clearly define the scope of any personal data that is collected by and processed through the proposed solution.

In addition, businesses should consider whether personal data is in fact necessary for the purpose of processing, or if anonymised data sets can achieve the same outcome.
Fairness and transparency

Under Article 5(1)(a) of the GDPR, the processing of personal data must be fair and lawful. Fairness is a fluid concept which is determined through several elements:

- transparency, i.e. that individuals are presented with information about the processing;
- the effect of the processing on individuals, i.e. does the processing determine an outcome; and
- what the expectations of the individuals are regarding how their data is used, i.e. is the intended processing in the ‘reasonable expectations’ of the individual.

The effect of processing the individual’s data should be built into the design and implementation phases of AI solution deployment. At the design phase, datasets and any inferred data should be clearly defined and tested to ascertain any biases created by the algorithm.

Often, AI results in a form of profiling or automated decisioning which, subject to the circumstance, can have a more intrusive effect on individuals. An everyday example of this is credit scoring algorithms used to determine credit limits. Credit applicants are likely to be aware that an online application with ‘instant credit decisions’ will be processed through automated means, however, what they may not be aware of is that the decision to provide credit will be based on their assignment to a ‘group’ and the factors identified by the analytics, which are common to that group. It is this potential bias or discrimination, which is a result of inferred data, that individuals are often unaware of.

Under Article 22 of the GDPR, individuals have a right not to be subject to decisions carried out purely by automated profiling or decision making. If AI solutions are being relied on to solely determine a decision, that is without human interference, which will have an impact on an individual, under the GDPR the individual has a right to:

- object to the processing;
- request that a human carries out the analysis; and
- request further information about the way the automated decision was arrived at.

From a practical perspective, businesses should review the organisational measures implemented to ensure a request for information about the AI decision process, or a review of the AI decision, is adequately handled.

As AI solutions should be a more efficient and accurate method of arriving at a response, businesses should regularly spot check outputs against human decisioning on the same input in order to test whether the outcomes are aligned with a human review, and if any bias has been created through the learned data. This regular review should be built into the governance process for the technology.

The right to be informed and the principle of transparency require that businesses are able to clearly, and using plain language, describe:

- how the personal data is processed;
- any other sources of personal data used in the processing;
- the lawful condition of processing; retention periods; and
- the details of any automated decisioning, including a description of the algorithm etc.

In order to effectively discharge this obligation, businesses will need to have fully considered the privacy impact of employing the AI solution.

Lawful basis

In order for processing to be ‘lawful’ under the GDPR, it will need to satisfy one of the conditions for processing in Article 6 of the GDPR. The most likely conditions to be relevant to processing through AI are:

- consent;
- legitimate interest; or
- performance of a contract.
The standard of consent under the GDPR requires that it is 'freely given, specific, and informed.' In addition, consent needs to be able to be withdrawn. Businesses will need to assess whether this threshold can be met given the opaque nature of AI technologies. 'Just in time' notices and consents may be a practical way in which businesses can employ consent to ensure that consents are tailored to specific processing activities.

Legitimate interest is often lauded as the most flexible lawful basis, however the onus is on the businesses to consider any unwarranted impact on the rights and freedoms of individuals, and that the required safeguards and governance have been implemented to meet the GDPR obligations. Furthermore, in order to satisfy this condition, the processing is to be 'necessary' for the stated legitimate interest, meaning that if there is another way to process the personal data to meet the stated legitimate interest, which is less intrusive into people's privacy, the method of processing will not be considered necessary. A decision to rely on legitimate interest will need to be documented in a legitimate interest assessment.

Whilst legitimate interest is an alternative to seeking consent, individuals will have a qualified right to object to processing based on legitimate interest, and therefore businesses will be responsible for implementing appropriate processes and procedures to handle such requests.

The performance of a contract condition is of more limited applicability with regards to processing through AI solutions, and requires a case by case analysis. In general, the processing carried out by AI often goes beyond what is required in order to sell or deliver a product or service and therefore it may be difficult to evidence that the processing is strictly necessary in order to 'perform the contract.'

**Purpose limitation**
The purpose limitation, i.e. personal data that is only used for the purpose as notified to the individual when the data is initially collected, with certain exceptions, is a central tenant of the GDPR and transparency principle. However, the enhancement of AI solutions entail a material issue with reference to the purposes of data processing, such as:

- the ability of an AI solution to interact with the surrounding environment;
- to learn from the experience; and
- to address future behaviours based on such interactions and learnings.

Whilst the GDPR does not prohibit the use of personal data for an additional purpose, the secondary purpose must not be incompatible with the original purpose. This is a further assessment of fairness. Guidance from the Article 29 Working Party’s opinion on purpose limitation states that where processing is carried out for a secondary purpose which involves making a decision which affects the individual, 'free, specific, informed and unambiguous consent would almost always be required, otherwise further use cannot be considered compatible.'

AI and machine learning features may cause the processing of personal data to be carried out in different ways and for different purposes than those for which it was originally set. Businesses will need to constantly review the potential outputs and use cases for derived and inferred data, ensuring that the way the data is used is consistent with the original purpose, or carrying out further analysis to determine related use cases, their related lawful basis and consider whether additional notifications, and related consents, are required.

**Data minimisation**
Data minimisation is the principle that personal data must be adequate, relevant and limited to what is necessary in relation to the purposes for which those data are processed and ‘personal data should not be kept for longer than is necessary for that purpose.’ This stands in tension with developing AI technologies, as it is difficult to know in advance what is necessary in a world of ‘surprising correlations’ and computer-generated discoveries. The challenges of defining a purpose for processing and only keeping data for that purpose are exacerbated because the nature of machine learning and AI means businesses are not able to predict what the algorithm will learn and secondly, the purpose may also be changed through advances in the algorithm.

AI also challenges retention limits because deleting or restricting the use of data after its original purpose has been fulfilled, or upon request by an individual, could strip businesses of the potential benefits of using that data for AI development, deployment, and oversight. Data is essential if these models are to perform optimally. Yet, keeping data for longer periods, or indefinitely, may fall foul of current data protection laws.

There is clearly no hard and fast rule as to how to apply the data minimisation principles to this evolving technology, but businesses will need implement appropriate controls to ensure that data used to teach these models are up-to-date and accurate, as well as reviewing processes for deletion, where technically possible, as appropriate.

**Accuracy**
Data quality plays a central role in the effectiveness, or ineffectiveness, of AI technologies. Data quality is relevant at all stages of the processing cycle, collection, analysis and application. Under the GDPR, businesses have an obligation to ensure that data is accurate and up-to-date. Businesses employing AI will need to consider not only data accuracy on initial collection, but also the possibility that collected data may become out of date or be inaccurate. Predefining a process for how such inputs can be corrected, and considering the implication of correcting data on previous outcomes, will be crucial to ensuring that results are not tainted by inaccurate data.

Further considerations relating to the training datasets should also be carried out to ensure that the ‘sample data’ is representative of the population as a whole. This is particularly important where AI is used to perform a level of profiling or automated decisioning.

Finally, businesses should also assess and test any hidden biases contained in datasets which, subject to the purpose of the technology, may lead to inaccurate predictions based on inferred or derived data.
Data subjects’ rights
The GDPR introduces a number of enhanced rights for individuals with regards to their personal data, such as the right of access to processed personal data, the right to be informed about the processing, the right to restrict the processing, the right to erase the personal data concerning the data subject, the right to object to the processing of personal data and the right to data portability. In practice, employing new AI technologies, are likely to require that processes relating to handling data subject requests will need to be reviewed and amended to take into account the new method of processing. It is critical that such processes are clearly defined and documented before new technologies are deployed to ensure that businesses do not fall foul of the mandated response periods as set out in the GDPR.

Privacy by Design and Privacy by Default
The GDPR codifies the concept of Privacy by Design and Privacy by Default (Article 25). Businesses looking to implement AI solutions should carefully consider how to adhere to these principles, which may not naturally fit with the nature of data processing by AI systems. The concept of Privacy by Design is important to ensure that data protection principles, such as minimisation, proportionality, etc., are considered at the design phase of AI solutions. It requires that businesses carefully consider and integrate available safeguards into the processing to ensure that the requirements of the GDPR are adhered to. It follows that under the Privacy by Default, businesses should set technical and organisational measures which typically only permit the processing of what is necessary for each specific purpose.

Data Protection Impact Assessment
Under Article 35(3) of GDPR, the Data Protection Impact Assessment (‘DPIA’) is required, in case of ‘a systematic and extensive evaluation of personal aspects relating to natural persons which is based on automated processing, including profiling, and on which decisions are based that produce legal effects concerning the natural person or similarly significantly affect the natural person.’ Accordingly, most AI solutions would require a DPIA before carrying out any personal data processing. This will require a detailed assessment of AI solution from a data protection perspective, and an assessment of the relevant security measures which are applied. The Information Commissioner’s Office Privacy Impact Assessment Code of Practice sets out the requirements and practical steps on how to complete a DPIA.

Prior consultation of the supervisory authority
In addition, ‘where a data protection impact assessment indicates that the processing would result in a high risk in the absence of measures taken by the controller to mitigate the risk,’ the controller shall consult the relevant data protection supervisory authority under Article 36 of the GDPR. Open engagement and fluid dialogue with data protection supervisory authorities is key to ensuring that businesses and regulators are informed about any challenges being faced when employing new technologies and determining how the legal obligations can be met.

AI and ethics
There is also a trend towards developing ethical frameworks, i.e. beyond legal compliance, to govern the use of data in AI and other data analytics technologies. This ethical approach addresses the concern that whilst use cases may be legal, is the use case ‘responsible.’ Currently there is no widely adopted ethics framework or harmonised set of principles for the ethical approach to AI and data, however, if businesses are looking to leverage emerging technologies which are more opaque regarding the way data is used and the outcome, they should be cognisant of the ethical considerations which are typically fairness and transparency.

Conclusion
AI technologies have great potential to offer insights to businesses and the public sector, however, these technologies need to be designed and tested to ensure that they adhere to the data protection legal framework. It is evident that the challenge will be applying the framework in the face of rapidly changing AI solutions and businesses should implement appropriate data protection governance frameworks to meet this challenge.

Heralded as the great disrupter across hyperbolic headlines over the recent years, some may say that blockchain, or more correctly, distributed ledger technology, has underwhelmingly failed to deliver on its promise. Opinions on blockchain are often emotionally charged and divisive. However, most would agree that its benefits remain elusive and enigmatic for the everyday person.

Those actively working with blockchain still hold out hope, although the practical challenges of mass adoption remain many. One of the key challenges that blockchain faces is the conundrum of how a technology which purports to store data permanently and immutably can exist in a world of increasing regulatory obligations relating to data, particularly those dictating its amendment, correction, and deletion.

Can these seemingly irreconcilable concepts be reconciled? In the third part of the Emerging Tech Series, we consider the question of the coexistence of blockchain and data privacy law.

What is blockchain?
Blockchain is a technology that enables the secure validation, recording, and sharing of data. The data is stored in a distributed database, meaning there is not one centralised database controlled by a single person, but rather multiple copies of the database which are continuously updated in real time across the network of participants. Not only does this eliminate one single point of failure risk, but it also makes tampering with the data a significantly more onerous task, as a person would need to tamper with all copies of the data near simultaneously.

The emergence of blockchain is considered notable, if not revolutionary, due to the manner in which the technologies underpinning it are used together: allowing parties to transact directly without the need for a trusted third-party intermediary, and for data relating to that transaction to be stored in an extremely secure manner.

Fundamental to this security are various cryptographic methods that:

- firstly, convert the data into a coded form, which is referred to as a hash, that bears no resemblance to the original data;
- secondly, are designed such that the hash cannot be reverse-engineered, meaning it can only be decoded by guessing the underlying original data; and
- thirdly, store hashes in a manner which enables a user to easily confirm whether any of the original underlying data or hashes have been tampered with. This enables a user to trust the integrity of the data once stored, without necessarily having to trust its counterparts.

One of the key features of blockchain is its purported immutability, meaning that data stored in a blockchain-based database cannot be subsequently altered. Technically, this is not exactly correct, but because the hashes cannot be reverse-engineered that means it would generally require more computing power than is commercially available at present to not only guess, over and over, what the underlying data is, but to also then make the relevant changes across all copies of the database in the network as near to simultaneously as possible.

Moreover, blockchain networks implement specific rules, known as consensus protocols, most of which are designed to ensure that a single actor cannot unilaterally effect changes to the data. This is particularly true for widely distributed networks, such as the Bitcoin network and the Ethereum network, which were the first networks to be formed.

As participants in a blockchain network are working together to operate the network, there are limited incentives for those participants to join forces to enable tampering with the data. For all of the above reasons, blockchain-based databases are considered to be one of the most secure means of recording information.

Blockchain and data privacy

The fallacy of immutability

The immutability of blockchain is often held out as antithetical to data privacy laws, such as the General Data Protection Regulation (Regulation (EU) 2016/679) ("GDPR"), that empower data subjects to have control over their personal data, including how it is collected and stored, and dictates that

Figure 1 Centralised and distributed databases
persons collecting and storing such data must agree to hand over, correct, and delete that data on request.

In addition to the data subject rights, the GDPR also contains a principle on data minimisation, whereby organisations should only process personal data that is relevant and necessary for the defined purpose, and the principle of storage limitation, whereby organisations should only keep personal data for as long as necessary for the purposes for which it was collected. Both of these principles result in an obligation on the organisation that collected the data to either delete or anonymise any personal data once it is no longer necessary for the purpose.

However, focussing exclusively on the immutability of blockchain is an over-simplistic view. The truth is that there are many types of distributed networks that implement blockchain technology in a variety of ways.

Therefore, understanding whether a particular network is data privacy compatible requires a case-by-case analysis.

In public/permissionless networks:
- anyone can:
  - view the information on the ledger;
  - submit information to be recorded on the ledger; and
  - host the ledger;
- participants are more likely to participate pseudonymously;
- control is more likely to be fully decentralised;
- there is an increased risk that a network participant may have malicious intent; and
- there is a decreased risk that a network participant would have the computing power to carry out an effective attack.

In private/permissioned networks:
- participants pre-selected or subjected to specified participation criteria or approval by an administrator (group);
- control is likely to be more concentrated amongst certain participants or an administrator (group);
- it is more likely to only be accessible by participants (but could be made available to the public or specific external entities);
- it is expected to be more commonly adopted where recording sensitive/private information;
- there is an increased risk if a participant has malicious intent because also more likely to have greater computing power vis-à-vis the network; and
- there is a lower incentivisation to abuse any computing power.
The GDPR defines pseudonymisation as 'the processing of personal data in such a manner that the personal data can no longer be attributed to a specific data subject without the use of additional information, provided that such additional information is kept separately and is subject to technical and organisational measures to ensure that the personal data are not attributed to an identified or identifiable natural person.'

If a hash of personal data cannot be reverse engineered but only guessed by chance, does the hash function irreversibly prevent identifying the data subject by reference to that hash? The above guidance and definitions are not entirely helpful. Provided it remains possible to identify the underlying input data, then under the GDPR hashing results is pseudonymisation and not anonymisation. However, at the time of publication, this remains untested.

It is worth noting, however, that the GDPR clearly supports pseudonymisation as a security measure and risk mitigation technique and, therefore, there is a good argument that blockchain is a ‘Privacy by Design and Privacy by Default’ technology.

Options to avoid storing personal data on blockchain
It may be decided that any personal data is not stored in the blockchain network, but somewhere off-chain, to make regulatory compliance more straightforward and to avoid complicating the operation of the network. Utilising separate off-chain databases to store private information, not just personal data, is not uncommon. However, data privacy laws will apply to the collection and storage of that data, even if in an encrypted or pseudonymised form. It also follows that storing personal data in a single location may be more vulnerable to breach as well.

Controllers and processors
Under the GDPR, organisations that are processing personal data are categorised as either a controller, therefore they are deciding the means and purposes of the processing, or a processor, as they are only undertaking processing on behalf of a controller and under the controller’s instructions. If the entry in a block contains personal data, participants may be acting as both a controller as they are writing on the chain, and miners acting as processors, in validating the entry. As a result, careful analysis is required to determine the roles of participants as controllers or processors on a case by case basis. The French data protection authority (‘CNIL’), has released guidance in which it sets out an assessment of when blockchain participants are acting as data controllers and processors, which is a useful reference when assessing these roles.

The terms and conditions for participation in the blockchain will need to accurately identify the roles of the parties and allocate responsibility for issuing fair processing notices, responding to data subject requests, handling data breaches, Article 28 of the GDPR processor clauses, and liability.

Data Protection Impact Assessments
Prior to setting up a blockchain or entering into one, organisations should undertake a Data Protection Impact Assessment to help identify potential risks in respect of the technology and solution.

Conclusion
If blockchain and data privacy are not irreconcilable, can they coexist?

1. Available at: https://www.cnil.fr/sites/default/files/atoms/files/blockchain.pdf
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Digital advertising

Fuelled by consumer expectations of receiving free services, information, and products, global digital advertising spend reportedly surpassed $100 billion dollars in 2018 with its revenue predominantly driven by ‘ad tech.’ At its core, ad tech refers to tools that analyse and manage information for online advertising companies and automated processing of advertising transactions.

Despite being a relatively mature industry, ad tech is one of the sectors to be hardest hit under the General Data Protection Regulation (Regulation (EU) 2016/679) (‘GDPR’) because it is an industry powered by cookies, the use of which often involves the processing of personal data. The current lack of clarity in relation to the interplay between the Privacy and Electronic Communications (EC Directive) Regulations 2003 (‘PECR’) and the GDPR has further had a disproportionately problematic impact on the industry.

Ad tech is in the regulatory spotlight as a result of several high-profile investigations into the technology, and the Financial Times reported that 12 data protection supervisory authorities are investigating complaints relating to ad tech. Earlier this year, the Information Commissioner’s Office (‘ICO’) issued an updated report into ad tech and real-time bidding (‘RTB’) (‘the ICO Report’) which has become a regulatory priority area for data protection, competition, and consumer protection.

In this fourth and final part of the Emerging Tech Series, we examine some of the main data protection challenges companies operating in the ad tech space are grappling with and look ahead to what the future may hold.

RTB – what is the big deal?
In its most basic form, advertising involves providing information about new products and services and digital advertising delivers this information through the medium of the internet. Whilst the first webpage banner advertisement was created back in 1994, the explosion of internet use due to increasingly ubiquitous connectivity has led to exponential growth in digital advertising.

RTB is an auction process that occurs in ‘real-time’ to sell visual advertising on websites and apps. Whilst there exist a variety of other forms of digital advertising and ad tech, this article focuses on programmatic advertising and RTB due to its widespread adoption and the level of regulatory attention that RTB, in particular, has received to date.

In essence, RTB involves an operator of an online service (a ‘Publisher’) selling space on their website to be filled by the content of advertisers as a result of successful bids on a per end user basis.

The bid process relies on cookies or other technologies, such as pixels, that collect information from an end user’s device when they visit a Publisher’s website. This information is often enriched by a data management platform (‘DMP’), which collates known information or infers

Figure 1: Information included in bid request
additional information about the end user, thereby making the ‘bid’ more accurate, and therefore more valuable.

Multiple advertisers then place bids for the opportunity for their digital advertisement to be displayed to the end user in the advertisement inventory space on the Publisher’s website. Advertisers are aiming for their adverts to be displayed to individuals who are most likely to purchase their products, which is reliant on the information collected about the individual in the RTB process.

The information contained in the bid request may contain varying amounts of known and inferred personal data relating to the end user. According to the ICO Report⁵, the categories of information included in Figure 1 (above) can potentially be included in a bid request and will constitute personal data as defined under Article 4(1) of the GDPR, where they enable an individual to be identified either directly or indirectly.

Guidance on the Use of Cookies and Similar Technologies⁶, which explains how PECR applies to the use of cookies and how PECR interacts with the GDPR. However, the EU data protection regulatory landscape is currently in a state of flux, with the underlying directive of PECR (Directive 2002/58/EC) set to be replaced by a new e-privacy regulation, once finalised by the EU institutions.

Lawful basis
Where personal data is processed, a lawful basis is required under the GDPR. In the context of RTB, the lawful bases traditionally relied on are either consent of the individual whose personal data is being processed, or legitimate interests of the RTB Participant. However, the ICO Report noted there was a lack of clarity over which lawful basis many RTB Participants were relying on.

For any processing of special categories of personal data, such as information about an individual’s political opinions, religion, health

---

**Figure 2: RTB Participants**

<table>
<thead>
<tr>
<th>RTB Participants</th>
<th>Publishers</th>
<th>Advertising Exchanges and Servers</th>
<th>Advertisers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Publisher</strong></td>
<td>Organisations who have advertising space (inventory) on their websites and platforms and apps to sell to Advertisers</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Advertising Exchanges and Servers</strong></td>
<td>The location where bidding takes place. Mediates between Publishers and Advertisers and operates on both buy and sell sides.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Advertisers</strong></td>
<td>Organisations who want to broadcast information on their products and services to consumers on a Publisher’s advertisement space</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Sell-side platform (‘SSP’)**
  - Platform to help Publishers manage and sell their inventory

- **DSP**
  - Platform used by Advertisers to place bids for inventory space on websites and platforms of Publishers

- **DMP**
  - Platform which analyses and combines data including personal data from multiple sources to facilitate targeted advertising personalised to an individual consumer

- **Consent management platform (‘CMP’)**
  - A tool which manages consents e.g. of individuals using a Publisher’s website or platform

---

**The ad tech ecosystem**

Set out in Figure 2 (above) is an overview of the range of parties who are commonly involved in the RTB process (‘RTB Participants’). The ad tech operating model is complicated by the fact that one organisation could potentially wear ‘a number of hats’ in the ad tech process, for example, having a demand-side platform (‘DSP’), an Advertising Exchange, and a DMP.

**Core data protection issues highlighted by the ICO Report**

In the UK, there are two main data protection legislations which RTB Participants are required to adhere to, PECR and GDPR. PECR governs the use of cookies and other technologies on an end user’s device, as this constitutes the use of an electronic communications network to store information. The GDPR governs personal data, and cookies will often involve the processing of personal data.

In July 2019, the ICO published Guidance on the Use of Cookies and Similar Technologies, which explains how PECR applies to the use of cookies and how PECR interacts with the GDPR. However, the EU data protection regulatory landscape is currently in a state of flux, with the underlying directive of PECR (Directive 2002/58/EC) set to be replaced by a new e-privacy regulation, once finalised by the EU institutions.
In particular, consent must be specific and pose a number of both the GDPR and PECR are very specific exemptions apply. These exemptions are not applicable in the context of RTB. The ICO Report noted that a proportion of RTB bid requests involve the processing of special categories of personal data, and found that consent requests which they had reviewed were not compliant with the GDPR, and needed to be modified to ensure explicit consent was collected prior to the processing of personal data.

In relation to non-special categories of personal data processed in the RTB process, the ICO stated that it believes the nature of the processing makes it impossible to meet the legitimate interests lawful basis requirements for the main bid request processing. This means that the lawful basis for processing involved in collecting personal data from an end user, and the onward transfer of that personal data in the bid request, is consent. In contrast with the GDPR, consent is required under PECR in order to drop cookies on the user’s device, unless they are strictly necessary.

The consent requirements under both the GDPR and PECR are very specific and pose a number of challenges for RTB Participants. In particular, consent must be:

- unambiguous, meaning pre-ticked boxes surfaced on a Publisher’s website cannot be used;
- specific, meaning the consent must be obtained for each processing operation and be clearly distinguishable from other matters. Therefore one ‘bundled’ consent for each aspect of processing involved in the RTB process is not possible; and
- freely given, meaning that the individual must be given the choice of accessing a website or application without tracking cookies being dropped on their device.

It is common for CMPs to be used by RTB Participants, and in particular Publishers, to manage consents from users of their websites and applications. The Interactive Advertising Bureau’s Transparency and Consent Framework, which is an industry initiative to assist RTB Participants in complying with the GDPR, relies on CMPs to obtain, store, and signal consents. However, RTB Participants need to carefully consider whether the consents obtained by CMPs meet the GDPR requirements discussed above if they are relying on these consents for their lawful basis to process personal data.

The ICO did not provide guidance regarding the lawful basis which could be relied on in relation to other aspects of processing which take place in the RTB process after a bid request is made, such as processing by advertisers, DSPs, and SSPs, who have no direct relationship with the end user whose personal data is being processed. Regardless of the lack of guidance, all RTB Participants need to undertake a careful assessment of the lawful basis they choose to rely on and ensure this is documented.

Transparency and fair processing notices
The GDPR requires transparency in relation to how personal data is processed and Articles 13 and 14 of the GDPR set out specific information which must be provided to individuals. PECR also requires clear and comprehensive information about the cookies and other technologies which are dropped on a device to be provided to the relevant individual.

In the context of RTB, the primary challenge faced by RTB Participants is being able to clearly describe to individuals, using clear and plain language, the complex processing operations and data flows which are taking place. These data flows often involve automated processing of large volumes of data for various purposes such as targeting, fraud prevention, analysis, and measurement, which requires both careful explanation and presentation in the privacy notice.

There is a tension between providing information which is either too granular or too high level, and in order to comply with these transparency requirements, it is essential that RTB Participants have clarity about:

- how their processing operations work, including what is the purpose for collecting each type of personal data;
- who they share any personal data with; and
- how they are enabling individuals to exercise their rights in relation to this processing.

Intrusive and unfair processing
The ICO Report also noted that during the RTB process, bid request information is often combined and enriched by creating a profile of an end-user using information gathered from other sources, such as DMPs.

The ICO’s main concern with these activities is that this may constitute unfair and intrusive processing due to the quantity and nature of the personal data being processed, which appears to be disproportionate to the purpose of delivering targeted advertising. Another key concern is the fact that individual users may not be aware that this combining and enrichment is taking place if fair processing notices do not clearly inform individuals what is happening.

Pursuant to Article 35(4) of the GDPR, the ICO has published a list of processing operations likely to require a data protection impact assessment (‘DPIA’) to be undertaken, which includes data matching for the purposes of direct marketing. RTB Participants involved in information enrichment processes will need to conduct a DPIA in order to identify and minimise the data protection risks relating to this processing.

Other processing activities for which the ICO deems a DPIA mandatory include large scale profiling of individuals, tracking of an individual’s location and behaviour, and invisible processing where personal data which is being processed was not obtained directly from the individual.
and the organisation does not notify individuals of the processing due to a perceived disproportionate effort.  

Given the activities included on this mandatory list, all RTB Participants need to carefully consider whether they need to undertake DPIAs in relation to their processing of personal data.

**Next steps**

The ICO Report served notice on the ad tech industry that there are serious concerns about data protection compliance in relation to the RTB process, and highlights that the ICO wants the industry to take the initiative of reforming their activities. This raises difficult questions for each and every RTB Participant, such as how much personal data is actually necessary for the purposes in which they are using it, how can this personal data be collected and shared lawfully, and how can individuals be clearly informed about what is happening.

Conducting detailed DPIAs should form the starting point in assessing how to deal with these issues, however, time appears limited for the ad tech industry to come up with the answers. The ICO made it clear when the ICO Report was published in June 2019 that it would conduct a further industry review in six months’ time. This could result in enforcement activity and potentially sanctions (including fines) given the nature of the non-compliance which was revealed in the ICO Report. Such a review could also focus on other aspects of non-compliance with the GDPR, which were referenced in the ICO Report but not considered in detail, such as data minimisation and data retention.

---

3. Available at: https://www.wired.com/2010/10/1027hotwired-banner-ads/
4. Almost 90% of digital display advertising in the UK is programmatic according to emarketer, available at: https://www.emarketer.com/content/programmatic-ad-spending-in-the-uk-2019
5. Available at: https://ico.org.uk/media/about-the-ico/documents/2615156/adtech-real-time-bidding-report-201906.pdf (section 2.6 pages 12-13)
6. Available at: https://ico.org.uk/for-organisations/guide-to-pecr/guidance-on-the-use-of-cookies-and-similar-technologies/
7. Article 9 of the GDPR.
8. ICO Report page 16 section 3.2.
9. To rely on legitimate interests, organisations need to identify a legitimate interest, show that the processing is necessary to achieve that interest, and balance that interest against the individual’s interests, rights, and freedoms.
10. ICO Report page 17 section 3.3.
11. Regulation 6 of PECR.
12. Article 7 and Recital 32 of the GDPR.
13. Available at: https://iabeurope.eu/transparency-consent-framework/
14. Regulation 6(2) of PECR.
15. ICO Report page 20 section 3.4.
17. Ibid.
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