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Chapter 1

The Regulators Have Spoken – Nine Lessons To Help Protect Your Business

Allen & Overy LLP

Introduction

According to a 2018 survey by the UK Government’s Department for Digital, Culture, Media and Sport, approximately four in ten businesses reported a cyber breach or attack in the preceding 12 months. Almost 40 per cent of such incidents have resulted in financial or data loss.

Regulators are rightly placing an increasing focus on cybersecurity. For example, in 2017, in the US the New York State Department of Financial Services adopted a final regulation on cybersecurity requirements for financial services companies. In the first half of 2018, the US Securities and Exchange Commission approved a statement and interpretive guidance on public companies’ disclosure obligations regarding cybersecurity risks and incidents.

In the UK, in a recent speech at the National Cyber Security Centre’s CYBERUK 2018 event, the UK Information Commissioner commented that the UK Information Commissioner’s Office (ICO) now views cybersecurity as “the spine running through all [their] work.” The ICO has also updated its Information Rights Strategic Plan for 2017–2021 to add cyber incidents as a sixth strategic goal, and has published its first Technology Strategy for 2018–2021. The Technology Strategy notes that the ICO will appoint a panel of forensic investigators to assist with regulatory work, and will publish an annual report on “lessons learned” from cyber breaches reported to the ICO and technology issues emerging from data protection impact assessments. The ICO has fined several organisations that have fallen victim to cyber attacks for failure to implement adequate security measures, and such fines are likely to rise significantly under the General Data Protection Regulation, which allows data protection authorities to levy fines of up to the higher of €20 million or four per cent of the annual worldwide turnover. Regulatory enforcement action can provide helpful insight for organisations seeking to take steps to minimise the risk of a regulatory fine. In publishing enforcement decisions, regulators will typically (and may be required) to explain what a particular organisation did or, more often than not, failed to do, in breach of their legal and regulatory obligations. Regulators may also highlight positive steps taken by an organisation. In both cases, lessons can be learned from these statements.

Key Lessons From Data Protection Enforcement Examples

There are a number of lessons that can already be taken from previous cyber breaches that have resulted in enforcement action. In many cases, the failings highlighted reveal basic failures:

1. **Keep software up to date.** In January 2018, Carphone Warehouse was fined £400,000 by the ICO in relation to a 2015 data breach affecting a database containing information of over three million individuals. One of the factors contributing to the seriousness of the breach was that Carphone Warehouse was using software that was six years old at the time of the attack. Carphone Warehouse continued to use an outdated WordPress installation dated from 2009, although more current versions were available. The ICO took the view that the age of the software made an attack more likely and easier to execute. Similarly, when TalkTalk received its then-record £400,000 fine from the ICO in October 2016 in relation to a cyber attack that exploited vulnerabilities in historic webpages that allowed access to a database containing personal data of over 150,000 customers, one of the contributing factors highlighted in the ICO’s monetary penalty notice was that the TalkTalk group was operating with outdated database software. In that instance, the ICO highlighted the use of an outdated version of the MySQL database management software. Companies should ensure that software used, particularly in core operating systems and databases, is up-to-date and supported.

2. **Promptly apply all required security patches.** In much the same way that software should be kept up to date, if a vulnerability is identified and a patch issued by the software supplier, ensure that the patch is applied in a timely manner. This was a particularly egregious failing in the case of TalkTalk’s October 2016 data breach, where TalkTalk’s already outdated MySQL software was affected by a bug for which a fix had been made available by the software vendor over three-and-a-half years before the cyber attack. It was also a significant factor in a breach affecting Gloucester City Council, which failed to update software to implement a patch for the “Heartbleed” vulnerability in 2014. In that case, the Council’s IT staff identified the Heartbleed vulnerability, for which a new version of the affected software, OpenSSL, had already been made available to fix the flaw. The Council intended to apply the patch in accordance with its update policy, but was in the process of outsourcing its IT services to a third party and, during the course of the outsourcing process, overlooked the software patch. Most recently, in September 2018, the ICO issued a fine of £500,000 (the maximum allowed under the Data Protection Act 1998) to Equifax Ltd in relation to the 2017 cyber attack affecting Equifax Inc. in the US. The attack exploited a vulnerability in a web application framework used by Equifax Inc., which was disclosed to Equifax Inc. by the US Department of Homeland Security Computer Emergency Readiness Team two months before the first evidence of the attack was recorded. The vulnerability was given a maximum score of 10.0, indicating a critical vulnerability requiring immediate attention, but Equifax Inc. failed to identify and patch the installation on its consumer-facing disputes portal, where the attack subsequently took place.
Implement routine vulnerability scanning and penetration testing procedures. SQL injection attacks and similar penetration attacks are reasonably common tools used by cyber attackers, and contributed to at least three attacks that resulted in recent ICO monetary penalties. The ICO has regularly highlighted the need for routine penetration testing procedures as part of an organisation’s cybersecurity toolkit. While such security measures will not prevent a sophisticated or determined attacker, the ICO’s recent enforcement practices indicate that the lack of routine testing is an obvious deficiency that will only serve to increase regulatory risk to an organisation in the event of a breach.

Implement a Web Application Firewall (WAF) for monitoring and filtering HTTP traffic to and from web applications. The WAF is different from a regular firewall in that it is able to filter the content of specific web applications to protect servers, rather than merely act as a gateway between servers. In doing so, a WAF can help defend against DDoS attacks and SQL injection attacks, among others. In Carphone Warehouse’s case, the absence of a WAF was viewed as a “significant deficiency” and a “notable departure from widely accepted security standards”.

Implement security policies in practice, not just on paper. Having policies and procedures in place in respect of cybersecurity is one thing, but organisations need to ensure that those policies and procedures are implemented in practice. Regulators are unlikely to look favourably on failures to follow policies in respect of basic, industry-standard security measures. This issue was highlighted specifically in the ICO’s response to Carphone Warehouse, where policies such as patch management standards and antivirus policies were in place, but were not being followed in practice and Carphone Warehouse had no measures in place to check whether its policies were being followed. As the Information Commissioner herself said, “these companies may have the best policies in the world – but if those policies are not enforced, and personal data sits on unpatched systems with unmanaged levels of employment, then a breach is just waiting to happen”. The ICO also highlighted this point in its response to Equifax Ltd in September 2018, where Equifax Ltd failed to store relevant consumer data in encrypted form, contrary to Equifax’s applicable data handling standards.

Ensure passwords are sufficiently complex and not stored in plain text. Password policies are ubiquitous, particularly in an age of flexibility, mobile working and connected devices, but care should be taken to ensure that they are followed and that default passwords are avoided. The UK National Cyber Security Centre has published password guidance to help organisations simplify their approach. One of the recommendations in the guidance is never to store passwords as plain text. It is common for users to re-use passwords. An attacker who gains access to a database containing plain text passwords already knows a user’s credentials for one system. The attacker could then use this information to attempt to gain access to more important accounts, where further damage can be done. This was another aggravating factor in the Carphone Warehouse data breach where the encryption key for encrypted transaction data on the relevant system was stored in plain text within the application’s source code, and so was easily accessible to the attacker once the system had been breached. The same applied in the Equifax Ltd cyber attack, where the ICO rejected Equifax Ltd’s argument that passwords were stored in plain text for the purposes of fraud prevention and password analysis as not being a valid reason for storing personal data in plain text. In that case, the ICO identified failings in permitting accounts to have more permissions than needed, including allowing staff to access plain text password files.

Keep access to key systems and databases restricted to a minimum number of staff. This is particularly relevant in the case of administrator access to systems and databases. It is also relevant to provide access only on a “need to know” basis. Be transparent. The reputational impact of a cyber attack can be huge, and can call into question the quality and integrity of measures introduced to safeguard data. As such, it can be tempting to keep a breach under wraps for as long as possible. However, the data breach affecting Yahoo (now known as Altaba), in particular, illustrates the importance of transparency as a means to mitigate regulatory risk, and the reputational impact of remaining silent. In that case, the SEC imposed a fine of $35 million, the first ever against a public company for failure to disclose a cyber breach. In December 2014, Yahoo suffered a massive breach of its user database resulting in the theft of hundreds of millions of its users’ data. Yahoo discovered the breach within days, and Yahoo’s Chief Information Security Officer notified the senior management and legal teams. However, Yahoo did not publicly disclose the breach until 2016, in connection with its acquisition by Verizon. In the intervening period, Yahoo had both failed to disclose the breach in its risk factor disclosures in annual and quarterly reports and in the due diligence process with Verizon. In total, all of Yahoo’s three billion users were likely to be compromised. The SEC found that Yahoo violated various provisions of the US Securities Act and the US Exchange Act in respect of market disclosures and misleading investors. A couple of months before imposing that fine, the SEC had issued guidance on public company cybersecurity disclosures. In particular, the guidance covers the need for a public company to address cybersecurity threats and the consequences of compliance in its disclosures, as well as the need to disclose and describe past cyber attacks. Separately, following the eventual disclosure of the breach, Yahoo also received a fine of £250,000 from the ICO for failure to take appropriate technical and organisational measures to protect data, in particular for failure to implement monitoring procedures to flag instructions to transfer large quantities of data from the servers on which they were held and place it in the control of unauthorised individuals. The transparency requirement is now addressed to a certain extent by the introduction of mandatory data breach reporting requirements under the GDPR. Personal data breaches must be reported to the relevant supervisory authority without undue delay and, where feasible, within 72 hours. Any delay, or any decision not to report a breach, must be justified and documented. Even absent the SEC order, in a post-GDPR world Yahoo would not have been able to hide such a significant data breach for the time that it did. It is therefore unlikely that other organisations will find themselves in a similar position to Yahoo, as to do so would risk fines under GDPR as well as under market disclosure rules.
For public companies in the UK, the UK Listing Authority, in contrast to the SEC, has not issued guidance that specifically addresses cybersecurity. However, UK-listed companies are required, under the Prospectus Rules, to include a comprehensive and specific description of risks relevant to the issuer, the industry in which it operates and the securities being offered or listed. These obligations are broad enough to capture the disclosure of cybersecurity threats. Similarly, under the Companies Act 2006 and the Disclosure and Transparency Rules (DTRs), UK-listed companies should describe the principal risks and uncertainties facing the company, which could also cover cyber risk, both past and future. Finally, the existence of a cyber attack may amount to inside information requiring disclosure under the DTRs, as well as potentially triggering a UK-listed company’s general obligation under the Market Abuse Regulation to notify the market as soon as possible of any inside information.

In an interesting counter example, the data breach affecting Morrisons in 2014 gives some insight into positive findings of good cybersecurity and data protection practices, and demonstrates that Morrisons had implemented some of the measures outlined in this article. In that case, a Morrisons employee deliberately published a file containing details of 99,998 Morrisons employees on a file sharing website, and later anonymously sent the data to three UK newspapers. The data included names, addresses, phone numbers, bank account details and salary details of the relevant employees. The individual responsible for this attack was employed in a senior internal audit role and had access to the data in accordance with that role. He was subsequently sentenced to eight years’ imprisonment for offences under the Computer Misuse Act 1990 and the Data Protection Act 1998. In his judgment, Langstaff J found that Morrisons had no primary liability for the breach of its security obligations as a data controller under the Data Protection Act 1998. In particular, Langstaff J found that Morrisons had appropriate internal policies, including an employee handbook, in place alerting employees to their obligations and to the fact that Morrisons would monitor communications to detect and investigate a breach of its policies. Langstaff J also noted that Morrisons had an external-facing firewall connected directly to the internet, coupled with a second firewall that protected Morrisons’ internal network. An intrusion detection system was in place to detect patterns which might indicate a potential external attack. Although Morrisons faced civil claims from the affected employees in the courts, both the ICO (which did not impose any sanction on Morrisons following a lengthy investigation into this breach) and the court found that Morrisons had taken all steps to meet its legal and regulatory obligations.

Regulators recognise that it may not be possible to prevent a determined attacker, but will not look kindly on an organisation that fails to take the most basic preventative steps. Implementing the above measures may not fully eradicate risks but they certainly strengthen protections and will serve to mitigate any enforcement action from regulatory authorities, as well as minimising reputational damage.

Endnotes

3. UK Information Commissioner speech to CYBERUK 2018, Building the cyber security community, 12 April 2018.
14. UK Information Commissioner speech to CYBERUK 2018, Building the cyber security community, 12 April 2018.
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Cybersecurity and Digital Health: Diabolus ex Machina?

Simmons & Simmons LLP

1 Introduction

In July 2018, Singapore experienced its most severe cyber-attack to date. Hackers targeted the city-state’s largest healthcare group, copying the personal data of 1.5 million patients1 and leaking the details of medicine dispensed to about 160,000 people, including the Prime Minister.2 While few attacks have taken place on such a grand scale, this is by no means an isolated incident, and the evidence suggests that the incidence of further attacks on the healthcare industry will accelerate.3

The adoption by healthcare organisations and consumers of the Internet of Things, cloud-based services and “big data” analytics is now the norm.4 A key feature of this new landscape has been the explosion of mHealth apps and other digital health technologies on the market (and in the pipeline). These products push the boundaries of innovation, and enable an enhanced and more efficient healthcare delivery service that does not operate exclusively within large healthcare organisations but is available at consumers’ fingertips. This promises to transform and disrupt how consumers access medical services and receive (and take responsibility for) bespoke healthcare in the developed world, and has already allowed medical technology to leap-frog traditional infrastructure challenges in Africa.

Digital health has also revolutionised the collection and processing of personal medical data, particularly in terms of the categories and volumes of data being collected. The analytical possibilities offered by the availability of these data, and their consequent socio-medical applications, are endless and promise very real opportunities for consumers to receive personalised, real-time healthcare services that could materially reduce the cost for national health services of treating chronic and lifestyle diseases and associated medical complications.

However, with the increased availability of data comes both increased interest in stealing those data and increased vulnerability to attempts to do so. Despite the pressing need for effective defences against cybersecurity breaches, many of these innovations are not sufficiently well-equipped to withstand the tide of attacks on the horizon; in many cases, the issue of cybersecurity is relegated to an afterthought. This has led to medical devices (including digital health technology) being described as “the next security nightmare”.5

In order to play catch-up with this new technological reality, the European Union has introduced a raft of new regulation over the past two years. In reality, much of this is intended to address other subjects, and at times, references to cybersecurity remain few and far between, and difficult to pinpoint. That said, it is undeniable that the regulatory burden on companies engaged in digital health has increased, and will continue to do so; in this respect, neglect of cybersecurity goes far beyond a major hindrance to service delivery, but can be the catalyst for potentially crippling fines, unwelcome litigation and, ultimately, reputational meltdown.

These difficulties can leave potential investors in these technologies with a headache: any up-side in investing will not be predicated solely on product quality or innovation, but also on the robustness of the company commercialising the product or innovation in question, and its ability to prevent, and (perhaps more realistically) reduce the impact of, cybersecurity incidents.

2 The Vulnerability of Medical Devices

Digital health technology has rapidly evolved in recent years: non-networked and isolated equipment has quickly made way for fully-fledged networked equipment with features such as remote access, wireless connectivity and pre-installed software, used widely both within healthcare organisations and by consumers at home. Often, this technology is connected to smart devices, such as mobile phones and tablets. Wearable devices incorporating medical apps and software are also on the rise. Increasingly, these products require personal data to function. However, vulnerabilities are not limited to data leaks; in the most extreme cases, hacks can give access to other networks, install ransomware or achieve control of the device itself.

These concerns have played out in practice and have the potential to be life-threatening. In October 2016, Johnson & Johnson warned its patients that a security vulnerability in its networked insulin pumps could potentially enable hackers to administer insulin overdoses to diabetic users.6 In August 2017, around 465,000 of St Jude Medical’s pacemakers were recalled by the U.S. Food and Drug Administration (the “FDA”) owing to concerns over their connections to mobile devices and diagnostic systems that left them vulnerable to tampering.7 Such concerns were not lost on former U.S. Vice President, Dick Cheney, who asked that his doctors modify his heart defibrillator so as to thwart its vulnerability to hacking.8

Often, it is not large, established organisations well-versed in risk and its ability to prevent, and (perhaps more realistically) reduce the impact of, cybersecurity incidents.
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Clearly, these difficulties present fertile ground for hackers, who employ all manner of tactics, such as spoofing or impersonation, social engineering, phishing, and malicious code, in order to compromise medical devices. A current phenomenon is the use by criminals of malware to encrypt information before demanding payment via digital currency to recover the information (including patient records). And, of course, there is always the risk of a data breach being committed by a disgruntled employee with access to sensitive information.

3 Regulatory Framework

The regulatory framework that governs the security of medical devices in the European Union is patchwork in nature and lags behind the US regime, where the FDA has issued several pieces of guidance on the issue that directly address cybersecurity. This disparity is, in no small part, due to the fact that current European regulations tend to focus on patient safety but contain very few direct references to cybersecurity risk. Furthermore, no single set of standards can be found in one place, but must be filtered through three separate lenses: (i) regulations in relation to medical devices; (ii) cybersecurity-specific regulation; and (iii) data protection regulation.

Cognisant of the need for regulation to catch up with the exponential increase in new technologies, the EU has been legislating in each of these three fields. As a result, cybersecurity can no longer tenably be considered an issue that permits a reactive approach; instead proactive engagement will be required from stakeholders throughout a product’s supply chain and lifespan.

Medical Devices Regulation

The European Parliament recently conducted a comprehensive revision of European legislation of medical devices, pursuant to which, amongst other things, the Medical Devices Directive10 and the Active Implantable Medical Devices Directive11 are being phased out and replaced by a new Medical Devices Regulation (the “MDR”).12 The MDR entered into force on 25 May 2017, with a transitional period of three years.13

The Medical Devices Directive, as amended, already confirmed that software in its own right can fall under the definition of medical device, where the software is intended by the manufacturer to be used for the purpose of:

(i) diagnosis, prevention, monitoring, treatment or alleviation of disease;
(ii) diagnosis, monitoring, treatment, alleviation or compensation for an injury or handicap;
(iii) investigation, replacement or modification of the anatomy or of a physiological process; or
(iv) control of conception.

The MDR expands this definition to include devices used for the “prognosis” and “prediction” of diseases14 and, by association, their accessories (that is, articles intended by manufacturers to be used in accordance with the device’s purpose or to assist its functionality).15

A list of product groups that, despite having no intended medical purpose (notably, products introduced into the body via surgically invasive means in order to modify anatomy, and equipment using electrical or magnetic currents to stimulate the brain) will also be treated as medical devices,16 and the European Commission has reserved the right to add new groups by means of delegated acts.17 However, the MDR stops short of including in the definition software intended for general purposes, such as lifestyle and well-being apps. While there are sure to be grey areas, this broader definition presents challenges for an exponentially growing market; what a manufacturer may consider to be the latest home-health gadget could actually transpire to be a medical device that requires strict regulatory compliance (including in relation to cybersecurity) in order to be commercialised legally.

The MDR goes further than previous legislation in its explicit reference to cybersecurity. It requires devices to be designed and manufactured in such a way as to: (i) remove or reduce as far as possible the risks associated with the possible negative interaction between software and the IT environment with which it operates and interacts;18 and (ii) protect against unauthorised access that could hamper the device from functioning as intended.19 Manufacturers are also required to set out minimum requirements concerning hardware, IT network characteristics and IT security measures, including protection against unauthorised access.20

General Data Protection Regulation

The General Data Protection Regulation (the “GDPR”),21 which came into force on 25 May 2018 and is supplemented in the UK by the Data Protection Act 2018 (the “DPA”),22 requires data controllers to comply with six data protection principles23 with respect to personal data (a broad concept that encompasses any information, including health data, that can be used to identify an individual).24 The sixth data principle states:

“Personal data shall be processed in a manner that ensures appropriate security of the personal data, including protection against unauthorised or unlawful processing and against accidental loss, destruction or damage, using appropriate technical or organisational measures.”25

While much GDPR-related discussion in the healthcare industry has centred on the issues of the collection, storage and use of patient data, and associated consent, the GDPR increases the demands on healthcare organisations and app developers from a cybersecurity perspective: both data controllers and processors are required to implement security measures that are appropriate, taking into account factors such as data type, the nature and purpose of processing, the risk to individual rights associated with any security breach and the costs of implementation.26 The following examples are given in the legislation: (i) anonymisation (or “pseudonymisation”)27 and encryption; (ii) ensuring the ongoing confidentiality, integrity, availability and resilience of the systems that process the data; (iii) the ability to restore access in a timely manner following an incident; and (iv) a process to test, access and evaluate the effectiveness of those security measures.28

Personal data breaches must be notified by data processors to data controllers, and by data controllers to the relevant supervisory authority (in the UK, the Information Commissioner’s Office (the “ICO”)) without undue delay.29 In the case of data controllers, this notification should, where feasible, take place within 72 hours of the data controller becoming aware of the breach, but no notification need take place if the breach is unlikely to result in a risk to the rights and freedoms of natural persons.30 Where such a risk is high, however, the data controller must, without undue delay, notify the data subjects of the personal data breach, unless: (i) appropriate technical and organisational protection measures were applied to the data affected by the breach; (ii) the data controller has taken subsequent measures to ensure that the risk to rights and freedoms of data subjects is no longer likely to materialise; and (iii) it would involve disproportionate effort (in which case, there would instead be a public communication or similar measure whereby the data subjects would be informed in an equally effective manner as that prescribed by the notification requirements).31 Breaches are not to be taken lightly and can lead to fines of up to 4% of global annual turnover.32
NIS Directive

Comparatively little attention has been given to the EU Directive on the Security of Networks and Information Systems (the “NIS Directive”),33 which is often referred to as “the Cybersecurity Directive”. The NIS Directive was implemented in the UK on 10 May 2018 by the Network and Information Systems Regulations 2018 (the “NIS Regulations”). The NIS Directive subjects operators of essential services (“OESs”), such as healthcare providers, and relevant digital service providers (“RDSPs”), including cloud computing services, to additional risk management and reporting requirements.34 A myriad of medical devices and digital health apps fall under the scope of the NIS Directive by virtue of constituting network and information systems under the terms of the legislation.35

In the UK, the NIS Regulations favour broad outcome-based principles over prescriptive rules. The National Cyber Security Centre (the “NCSC”) has published four top-level objectives for OESs (under which sit 14 high-level compliance principles). These are: (i) managing security risk; (ii) defending systems against cyber-attacks; (iii) detecting cybersecurity events; and (iv) minimising the impact of cybersecurity incidents.

OESs are required to report any incident that “has a significant impact on the continuity of the essential service which that OES provides”,36 while RDSPs must report “any incident having a substantial impact on the provision of any of the digital services [that applies]”.37 Reporting timeframes mirror those in the GDPR, in that notification to the relevant competent authority38 must take place “without undue delay” and no later than 72 hours after the OES or RDSP becomes aware of the incident.39 Relevant competent authorities are empowered to monitor compliance with security and notification duties by conducting, or ordering, inspections (the reasonable costs of which will be borne by the relevant OES or RDSP).40 The most serious breaches of the NIS Regulations can leave a company liable for a fine of £17,000,000.41

Although the NIS Directive and the GDPR are products of different EU concerns (the former is intended primarily for companies that are involved in providing critical infrastructure services, while the latter addresses all organisations that process personal data) there is a considerable degree of overlap between the Regulations as they pertain to cybersecurity. For example, if a digital health provider or healthcare organisation were hacked, both the personal data that it holds (in respect of which the GDPR would apply) and its service delivery (in respect of which the NIS Directive would apply) would likely be compromised.

Civil litigation

Irrespective of whether or not regulatory action has been taken, digital health companies remain vulnerable to court claims as a result of cybersecurity attacks involving their products. Under English law, claims may be brought pursuant to various causes of action, such as: (i) tortious misuse of private information; (ii) tortious or contractual breach of confidence; (iii) breach of a contractual term (express or implied) that customer data will be stored securely and with due care; (iv) tortious or contractual negligence, for a failure to take reasonable security precautions when storing customer information; and (v) under Article 82 of the GDPR for damage caused by a breach of the GDPR, and/or under section 169 of the DPA for a breach of data protection legislation, in the form of a compensation claim against the defendant data controller and/or processor.

Traditionally, UK cybersecurity cases have occupied little court time, largely owing to the uncertainty surrounding whether or not individuals have suffered damage (and, if so, how to quantify it). Claims made, or threatened, against businesses for a breach of the Data Protection Act 1998 were often low-value, and alleged offenders tended to opt for confidential settlements over the prospect of a PR disaster.

The GDPR may signal the dawn of a more litigious culture in healthcare, at least in relation to breaches involving personal data. Whereas previously, consumers may have been kept in the dark as to a breach, the new self-reporting requirements mean that they will now be notified of a breach at the same time as the regulatory authority; large regulatory fines may encourage “knock-on” litigation (or even motivate particularly vexed consumers to bring claims during the ICO’s enforcement process).

Civil litigation

Irrespective of whether or not regulatory action has been taken, digital health companies remain vulnerable to court claims as a result of cybersecurity attacks involving their products. Under English law, claims may be brought pursuant to various causes of action, such as: (i) tortious misuse of private information; (ii) tortious or contractual breach of confidence; (iii) breach of a contractual term (express or implied) that customer data will be stored securely and with due care; (iv) tortious or contractual negligence, for a failure to take reasonable security precautions when storing customer information; and (v) under Article 82 of the GDPR for damage caused by a breach of the GDPR, and/or under section 169 of the DPA for a breach of data protection legislation, in the form of a compensation claim against the defendant data controller and/or processor.

Traditionally, UK cybersecurity cases have occupied little court time, largely owing to the uncertainty surrounding whether or not individuals have suffered damage (and, if so, how to quantify it). Claims made, or threatened, against businesses for a breach of the Data Protection Act 1998 were often low-value, and alleged offenders tended to opt for confidential settlements over the prospect of a PR disaster.

The GDPR may signal the dawn of a more litigious culture in healthcare, at least in relation to breaches involving personal data. Whereas previously, consumers may have been kept in the dark as to a breach, the new self-reporting requirements mean that they will now be notified of a breach at the same time as the regulatory authority; large regulatory fines may encourage “knock-on” litigation (or even motivate particularly vexed consumers to bring claims during the ICO’s enforcement process).
Prohibitively expensive claims may also become less of an issue: data subjects are now entitled to appoint certain non-profit bodies to lodge a complaint on their behalf and exercise their right to compensation, which could enable groups of claimants to be brought together through, for example, group litigation orders. Although the GDPR is very much in its infancy, it is not difficult to imagine opportunistic claims management companies heavily advertising the possibility of knock-on litigation following major data breaches. Furthermore, whilst pecuniary loss was formerly a prerequisite, the GDPR confirms the Court of Appeal’s decision in *Vidal-Hall et al v Google* that “damage” caused to consumers by data controllers and processors can include emotional distress alone; the terminology used in the GDPR is “material” or “non-material” damage.

Contracts may also provide a basis for further liability in the event that a business’s cybersecurity systems are compromised, although the relevant contractual nexus (and therefore, where that liability lies) will be heavily dependent on the way in which the product is delivered to, and operated in, the market. Where digital health companies not only design and manufacture products, but also support or run those products as third-party service providers for healthcare organisations, they may face claims for termination or contractual damages, pursuant to data protection clauses that have been breached as a result of cybersecurity failures. Consideration should also be given to any misrepresentations made to healthcare organisations, direct customers, or other third parties, as to the robustness of the app’s cybersecurity systems. Such statements may have made their way into, for example, responses to RFPs, or prospectuses or marketing materials (as well as, of course, contractual documentation), and could result in misrepresentation claims by shareholders, suppliers, customers, or even investors.

Irrespective of whether or not the cybersecurity incident in question causes a data breach, in the absence of enforceable contractual restrictions on liability, claims can arise where the disruption to a business caused by a cybersecurity incident leaves the business unable to fulfil other contractual duties owed to its business counterparts.

Investors considering board seats after the acquisition of a digital health company should also be aware that they themselves may be potentially exposed to creative consumer claims, most likely for alleged breaches of fiduciary duties under the Companies Act 2006. Attempts could be made, for example, to argue that a failure to mitigate, and remedy, a cybersecurity incident constitutes a breach of a director’s duty to promote the success of the company, and/or to exercise reasonable skill and diligence in the conduct of his role, which, if made out, could give rise to personal liability on the part of the director. Furthermore, and although it is no easy task to pierce the corporate veil and establish personal liability, that same creative claimant might attempt to fix a shareholder that was not on the board but was nonetheless active in the management of (or could be shown to be particularly knowledgeable about the business of) the digital health company with liability in respect of any such consumer claim. Even if litigation does not materialise, where customer data have been compromised, companies can find themselves feeling pressure to offer to their customers significant *ex gratia* goodwill payments in order to mitigate any damage that the breach has caused to the customer relationship. And, of course, additional pressure to reach such an accommodation (on a confidential basis) is likely to arise from the fact that consumers (particularly those within patient groups) are heavily active on social media, and awareness of a successful claim is consequently likely to spread rapidly (and thereby generate copy-cat claims).

Whatever the nature and basis of a potential dispute, investors should be live to the fact that litigation is uncertain, and even where claims asserted are meritless, they still require time and money to be properly defended, and can lead to the business in question being irreparably damaged from a PR perspective.

### 5 Practicalities

Any consideration of an investment in a digital health entrepreneur should not be predicated solely on product quality. The investment decision should be influenced by a deep understanding of the business through which it is commercialised, or supplied to consumers or healthcare organisations. Ultimately, even the most innovative product on the market is likely to fail (and destroy any investment value) if it is commercialised in a way that leaves it vulnerable to significant losses, including through a failure to pay due regard to cybersecurity and the consequences of a data breach. The principal means of mitigating against this is proper due diligence, including a thorough understanding of the technology’s genesis, purpose and method of operation, and an assessment of the business’s ability to meet the regulatory requirements outlined above.

There is no shortage of resources available for those trying to navigate the complex issues that cybersecurity threats pose to investment in this sphere. Various guidance has been published by organisations such as the NCSC and the British Standards Institution, the latter of which has published a paper that directly addresses the cybersecurity of medical devices. Lessons can also be taken from the more developed US model.

As a guide, we set out below a (by no means exhaustive) checklist of relevant overarching considerations, divided into four categories: (i) risk assessment; (ii) contract; (iii) business culture; and (iv) incident response. It seems likely that, owing to the nature of digital health entrepreneurs, investors will have to be prepared to bring to the table ready-made solutions to these issues, rather than expecting a small digital health company with little experience, manpower or interest in commercial matters beyond innovation, to be market-ready on its own. Investors should, as with any potential investment, exercise a healthy sense of scepticism when weighing the opportunity, and should not be distracted from detailed enquiries by, for example, grandiose assurances about the product’s robustness and commercial promise, and/or an eye-catching and high-profile set of non-executive directors (particularly where those directors are not themselves subject-matter experts).

Perhaps the best overarching question that one can ask in respect of a potential investment target is “would I honestly be willing to entrust my own most sensitive and valuable secrets to this company?”. The checklist below is designed as a starting-point to assist with answering that fundamental question.
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<table>
<thead>
<tr>
<th>Risk assessment</th>
<th>Contract</th>
<th>Business culture</th>
<th>Incident response</th>
</tr>
</thead>
<tbody>
<tr>
<td>What consideration has been given to cybersecurity during product development?</td>
<td>How does the business routinely contract around, and out of, its commercial risks?</td>
<td>Is there appropriate insurance in place to deal with a cybersecurity threat?</td>
<td></td>
</tr>
<tr>
<td>Has product testing been carried out, including in appropriate “live” operational environments?</td>
<td>How are cybersecurity risks limited or apportioned in the contract?</td>
<td>Is there an incident response team?</td>
<td></td>
</tr>
<tr>
<td>Does the product/business rely on any third-party performance?</td>
<td>What is carved out of liability?</td>
<td>Can the business co-operate with regulators’ requests for information and/or access to data?</td>
<td></td>
</tr>
<tr>
<td>How strong is the business’s network(s) and IT security?</td>
<td>What representations as to security have been given?</td>
<td>Is there appropriate insurance in place to deal with a cybersecurity threat?</td>
<td></td>
</tr>
<tr>
<td><strong>Endnotes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Ten Questions to Ask Before Launching a Bug Bounty Program

Latham & Watkins LLP

For those outside the data security community, bug bounty programs might seem counterintuitive—and not worth the risk. Why would a company pay total strangers to “hack” into its applications, websites, or devices? Why encourage the very behavior you’re trying to protect against?

Bug bounty programs certainly should be approached with caution and are not for all companies. But, if thoughtfully set up and appropriately staffed and maintained, a bug bounty program can be an important component of a company’s overall information security program, particularly for businesses that sell software or offer internet-facing products or services. After all, hacking forums and other black markets for information about security vulnerabilities have existed for years. Bug bounty programs are one way of competing against those illegitimate marketplaces in order to keep a company’s security vulnerabilities out of the wrong hands.1

Further, as regulators such as the Federal Trade Commission pay increasing attention to the issue of vulnerability management, a well-designed bug bounty program can help ensure that a company has procedures in place for identifying and remediating vulnerabilities that are robust and will stand up to regulatory scrutiny. Leading technology firms have long offered monetary rewards for significant reports of security vulnerabilities from ethical hackers, pursuant to carefully crafted rules governing eligibility and authorized use. In recent years, such programs—whether self-administered or offered as a service by third-party providers—have become an increasingly standard layer of protection for companies in the tech, IT, financial services, and e-commerce sectors in particular.2

Below we discuss ten key questions that any company should ask before launching a bug bounty program to address security vulnerabilities in their website or app. These are of course not the only questions that merit consideration, but they provide a framework to begin thinking through the relevant issues.

1 Do You Need a Bug Bounty Program?

A bug bounty program is a species of what are more generally known as “vulnerability disclosure programs”—programs that solicit input on security vulnerabilities that third parties discover in a company’s products or services. In theory, security researchers can test anything programmed with code—from mobile apps, to web apps, to hardware, to internet-of-things (IoT) devices—for security vulnerabilities. Having protocols and procedures in place to respond to security vulnerabilities reported by outside researchers is an important aspect of vulnerability management, as regulators have increasingly observed.3 Indeed, the FTC has made clear that the key factors that can trigger an enforcement action related to the security of internet-connected products are a (1) well-known (2) security vulnerability (3) that causes significant harm. Thus, failure to timely attend to a credible third-party security warning, leading in turn to a security incident affecting consumers, is one of the more common scenarios that has led the FTC to pursue action under Section 5 of the FTC Act.4

A bug bounty program is a special type of vulnerability disclosure program that incentivizes third parties to report security vulnerabilities by offering them monetary rewards. Whether your company needs a bug bounty program—as opposed to an unpaid vulnerability disclosure program—depends on a number of factors, including the systems you already have in place to discover vulnerabilities and the resources you have to plan, launch, and maintain a bug bounty program. But for some companies, particularly those with a large “attack surface” or that are otherwise subject to a high volume of cybersecurity threats, a bug bounty program can be a cost-effective way to complement existing cybersecurity initiatives, especially compared to the cost of hiring full-time security researchers.5 There are many reliable third-party platforms offering bug bounty programs as a service that can eliminate or reduce many of the start-up costs involved.

2 What Do You Want Your Bug Bounty Program to Address?

Assuming you have decided to launch or participate in a bug bounty program, you should consider whether you want researchers to identify vulnerabilities site-wide or on a particular set of applications, subdomains, products, or services. That decision depends on a number of factors, including whether certain parts of your website or app process particularly sensitive data (such as consumer databases or corporate IP), already have additional security in place, or are subject to special legal obligations or restrictions (such as those related to sensitive health information).6

You should also think about what types of security vulnerabilities you want your company’s bug bounty program to address and should describe them as specifically as possible in your program’s terms.7 For example, you may want your bug bounty program to address software bugs and misconfigured systems, but not password-related vulnerabilities.8 It may make sense to direct researchers to only some of the types of vulnerabilities your company faces—particularly if you plan to address the excluded categories of vulnerabilities through other means, such as through hired outside security consultants or your own security review and research. This incentivizes researchers to address the types of vulnerabilities with which you need assistance and, at the same time, makes clear that you will only pay bounties for reports that are in scope.9 A list of out-of-scope issues can...
It is important to communicate to researchers not only the types of vulnerabilities you want your program to address, but also the ways you will permit them to conduct their research. In the program terms, you should clearly state what research techniques are not authorized under your program, what parts of your service are off limits, and what researchers may and may not do with data they access through their testing and hacking. This will help guide researchers to solve the security problems you need solved in the way you want to solve them.

Proper guidance also serves to explain to researchers what kinds of conduct you consider “authorized” under anti-hacking laws. Broadly speaking, the Computer Fraud and Abuse Act (CFAA) prohibits accessing a computer without, or in excess of, authorization. Researchers need your “authorization” to do the kind of vulnerability testing you want them to do without running afoul of the CFAA. Without clear guidance, researchers may not report the vulnerabilities they discover for fear that you (or others) will take legal action against them for their actions in testing your services.

Equally important, however, is that you steer researchers away from any aspects of your services you cannot authorize them to access—such as parts of your website hosted by third-party vendors (e.g., cloud services) as to which you cannot validly authorize this kind of testing. It is critical that you do not encourage researchers to hack third-party websites without authorization, since that could subject you to liability for contributing to or encouraging that unauthorized conduct.

It is important to limit payments under a bug bounty program to persons engaged in authorized, responsible disclosure activity, which should be pre-defined in the program terms. A bug bounty program should not be used to make extortion payments to malicious actors. Earlier this year, the FTC amended a Section 5 complaint against Uber, following its public disclosure of a “bug bounty” payment of $100,000 the company had made to attackers claiming to have compromised Uber’s databases, who demanded a six-figure payout. As the FTC alleged, the attackers “were fundamentally different from legitimate bug bounty recipients,” in that they “did not merely identify a vulnerability and disclose it responsibly,” but rather “maliciously exploited the vulnerability and acquired personal information relating to millions of consumers.” The FTC complaint alleged that Uber’s “bug bounty” payment was outside the ordinary course and was intended to conceal the underlying data breach from the public.

It is a legal document, and for that reason you should involve counsel in drafting it. But your program’s terms should not be laden with legal or technical jargon. The most effective bug bounty program terms are written in plain language, since researchers likely lack formal legal training (although some will be familiar with anti-hacking laws like the CFAA) and overly technical descriptions are unnecessary and only lead to a confusing set of terms. In addition, the clearer your bug bounty program’s terms, the easier it will be to deploy the same language in other contexts, such as blog posts and other marketing communications for your program.

Your program’s terms should address the topics discussed above, including the scope of your program, how you authorize researchers to conduct their research on your website or app, and how you will determine bounty amounts. You should remind researchers that they are subject not only to your bug bounty program’s terms, but also to any software license agreements, terms, or policies applicable to all users of your products, website or app (such as your primary terms of service and privacy notice).

You may also want to explain to researchers the consequences of failing to adhere to your program’s terms, including expressly reserving the right to coordinate with law enforcement in appropriate situations. On the flip side, you should consider highlighting any benefits of complying with your program’s terms. For example, you may wish to explain that you will make their compliance known to a court if they are ever subject to a lawsuit by a third party with respect to actions they took within the scope of the program. This kind of assurance, while not required, may encourage more researchers to participate in your program. Your program’s terms may also need to address issues that are unique to the type of service you provide and, for this reason, it is important to consult with experienced legal counsel to draft terms that address these issues.

There are many model vulnerability disclosure program policies available that may serve as a useful starting point for your company’s terms. Alternatively, there are a variety of trusted third-party bug bounty platforms with whom you can partner, which already have preset terms.
6 Do You Have the Right Team in Place to Respond to Bug Bounty Reports in a Timely Manner?

Depending on the scale of your bug bounty program, you will need to appoint a point-person or a team of people to oversee the incoming reports, evaluate and triage the reports, and ensure that the validated security vulnerabilities identified by researchers are timely addressed by the appropriate teams. A rapid response team is vital to the security research community; over a quarter of security researchers polled in one survey reported publicly disclosing the security vulnerability they discovered on their own because the company’s response was not quick enough. Timely addressing vulnerabilities that researchers identify through your bug bounty program also matters to regulators. As noted, the FTC has taken the position that a company’s failure to address a vulnerability brought to its attention by a security researcher can constitute a failure to provide reasonable and appropriate security to consumers that is actionable under Section 5 of the FTC Act.

7 Do You Have the Right Platform in Place to Receive Reports?

How are researchers going to send you their reports? Will you direct researchers to an email address, a web form, or some other method? If you plan to run a bug bounty program on your own, think carefully about the security of the communication methods you ask researchers to use. Reports from researchers potentially contain the details of security vulnerabilities that could result in disastrous consequences for your company if they fell into the wrong hands. Therefore, be sure to tell researchers how to communicate their reports to you in a secure, encrypted manner. Third-party bug bounty platforms often include automated and secure communications as part of the overall service. You should also provide researchers with guidance on what information you would like their vulnerability reports to contain (and what they should not be sending you in those reports, such as personally identifiable information or other sensitive data). Given the risks involved in receiving and processing bug reports, outsourcing a bug bounty program to one of a number of specialty companies that host vulnerability disclosure programs is an appealing option for many organizations.

8 What Is Your Launch Plan for Your Bug Bounty Program?

Just like any new product roll-out, you should prepare a launch plan for your bug bounty program. Similar to a beta release, you might roll out the program first to a smaller, private audience of familiar researchers before opening the program to the public. Alternatively, you might limit the scope of the program in its initial stage, addressing only one part of your service or a more limited set of vulnerabilities. Or, you might decide to open the full program to the entire public on day one. The right launch strategy depends on a number of factors, including, perhaps most critically, the resources you have in place to respond to and address vulnerability reports from researchers, given the importance of responding quickly as discussed above. While there is no single “right” way to launch a bug bounty program, starting with a more limited program and growing it as you develop experience dealing with incoming reports is a good default strategy.

9 What Is Your Communications Plan for Rolling Out Your Bug Bounty Program?

Once you have decided on your launch strategy, you will need to develop an appropriate communications plan to support that launch. The right communications channels and audience obviously depend entirely on your launch plan: it would make no sense to broadly publicize a program that you have decided to launch privately with a small group of researchers. In all cases, however, your program’s policy should feature or be linked prominently on the program’s landing page and in your communications plan, since this includes the key language that expresses your program’s intentions, scope, and limitations discussed above. You or your counsel should review all other, more informal descriptions of your program—such as any summaries of the program, frequently asked questions, or blog posts announcing the program—to ensure that these descriptions are 100% consistent with your program’s terms. When in doubt, feel free to borrow language directly from your program’s terms; if you have drafted your terms carefully to avoid legal or technical jargon, your policy’s language should already be user-friendly and easily deployed in these other contexts.

10 How Are You Going to Deal with Reports of Security Issues That Are Beyond the Scope of Your Program or Other Unexpected Situations?

You should plan for the unexpected: researchers will inevitably report vulnerabilities beyond the scope of your program, may accidentally (or intentionally) access data that is supposed to be off limits, or may surprise you in other ways. You cannot plan for every contingency, but you should build a protocol for raising these situations with the person in charge of your bug bounty program and with counsel as soon as they are identified in the triage of incoming reports.
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The content of the following offences can be found in various articles of the “Criminal Code of the Republic of Albania”, even though the latter does not provide a literal denomination of them.

**Hacking (i.e. unauthorised access)**

Hacking constitutes a criminal offence in the Albanian jurisdiction. Article 192/b/1 of the “Criminal Code of the Republic of Albania” provides that unauthorised access or excess of authorisation to a computer system or part of it, through violation of security measures, is punishable by a fine or imprisonment for up to three years. According to the Final Report of the General Prosecutor on the state of criminality for the year 2017, 11 cases have been recorded by the Prosecution body, two of which have ended with the sentencing of the accused, but no further details have been given.

**Denial-of-service attacks**

Article 293/c/1 of the “Criminal Code of the Republic of Albania” provides that the creation of serious and unauthorised obstacles to harm the function of a computer system, through insertion, damage, deformation, change or deletion of data, is punishable with imprisonment for three to seven years. According to the Final Report of the General Prosecutor on the state of criminality for the year 2017, four cases have been recorded by the Prosecution body, but no details have been given on the cases.

**Phishing**

Article 143/b of the “Criminal Code of the Republic of Albania” states that adding, modifying or deleting computer data or interfering in the functioning of a computer system, with the intention of ensuring for oneself or for third parties, through fraud, unfair economic benefits or causing a third party reduction of wealth, is punishable by imprisonment for six months to six years and a fine from 60,000 Leke to 600,000 Leke. According to the Final Report of the General Prosecutor on the state of criminality for the year 2017, 73 cases have been recorded by the Prosecution body, but no details have been given on the cases.

**Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)**

Article 293/b of the “Criminal Code of the Republic of Albania” provides that damage, deformation, change or unauthorised deletion of computer data is punishable by imprisonment for six months to three years. According to the Final Report of the General Prosecutor on the state of criminality for the year 2017, 33 cases have been recorded by the Prosecution body, four of which have ended with the sentencing of the accused, but no details have been given on the cases.

**Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)**

Article 293/c of the “Criminal Code of the Republic of Albania” provides that manufacturing, keeping, selling, giving for use, distribution or any other action to place at disposal any equipment, including a computer program, computer password, access code or any other similar data, created or adapted for breaching a computer system or a part of it, with the aim of committing a criminal act, as provided in articles 192/b, 293/a, 293/b and 293/c of the “Criminal Code of the Republic of Albania”, is punishable by imprisonment for six months to five years. According to the Final Report of the General Prosecutor on the state of criminality for the year 2017, one case has been recorded by the Prosecution body.

**Identity theft or identity fraud (e.g. in connection with access devices)**

Even though the “Criminal Code of the Republic of Albania” does not explicitly mention or provide an article dedicated to identity theft, article 186/a states that modifying, deleting, or omitting computer data, without the right to do so, in order to create false data, with the intention of presenting and using them as authentic, even though the created data is directly readable or understandable, are all punishable by imprisonment for six months to six years. According to the Final Report of the General Prosecutor on the state of criminality for the year 2017, 16 cases have been recorded by the Prosecution body, one of which has ended with the sentencing of the accused, but no details have been given.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**

Article 186/a/2 of the “Criminal Code of the Republic of Albania” provides that when the aforementioned criminal act, as described in the provision of identity theft above, is done by the person responsible for safekeeping and administering the computer data in cooperation more than once, or has brought forth grave consequences for the public interest, is punishable by imprisonment for three to 10 years.

**Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data**

Article 293/b/2 of the “Criminal Code of the Republic of Albania” provides that damage, deformation, change or unauthorised deletion of computer data, when done in regard to military computer data,
national security, public order, civil protection, and healthcare or in any other computer data with public importance, is punishable by imprisonment for three to ten years.

**Failure by an organisation to implement cybersecurity measures**

In virtue of Law No. 2/2017, “On cybersecurity”, failure by an organisation to implement cybersecurity measures does not constitute a criminal offence. Article 21 of the Law “On cybersecurity” provides that failure to implement cybersecurity measures is considered an administrative violation and is punishable by a fine.

### 1.2 Do any of the above-mentioned offences have extraterritorial application?

The Convention “On cyber crime”, ratified in Albania on 25.04.2002 through Law No. 8888, provides, in article 22, that Member States of the Convention must determine the jurisdiction in cases when a cyber crime is committed in their territory or by a citizen of that state. Article 6/2 of the “Criminal Code of the Republic of Albania” provides that Albanian law is also applicable to Albanian citizens who commit a crime in the territory of another state, when the crime is at the same time punishable and as long as there is not any final decision by any foreign court for that crime. Also, article 7/a of the “Criminal Code of the Republic of Albania” states that the criminal law of the Republic of Albania is also applicable to foreign citizens who have committed a criminal act outside the territory of the Republic of Albania for which special laws or international agreements, of which the Republic of Albania is a part of, determine the application of the Albanian criminal legislation.

### 1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Article 48 of the “Criminal Code of the Republic of Albania” provides mitigating circumstances for any penalty. These circumstances include, but are not limited to: a) when the criminal act is driven by motives of positive moral and social value; b) when the criminal act is done under the influence of psychic shock caused by provocation or unfair actions of the victim or any other person; c) when the criminal act is done under the influence of unfair instruction of a superior; ç) when the person responsible for the criminal act shows deep repentance; d) when the person has replaced the damage caused by the criminal act or has actively helped to erase or minimise the consequences of the criminal act; dh) when the person presents him/herself before the competent bodies after committing the criminal act; and e) when the relations between the person who has committed the criminal act and the person who has suffered the consequences of the criminal act have returned to normal.

### 1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Article 74/a of the “Criminal Code of the Republic of Albania” states that distributing or offering to the public through computer systems materials that deny, minimise, or significantly approve or justify acts which constitute genocide or crimes against humanity is punishable by imprisonment for three to six years. Also, article 84/a of the “Criminal Code of the Republic of Albania” provides that serious threats to kill or seriously injure a person through computer systems because of ethnicity, nationality, race or religion are punishable by a fine or imprisonment for up to three years. Article 119/a of the “Criminal Code of the Republic of Albania” states that offering or distributing to the public through computer systems materials with racist or xenophobic content constitutes an administrative violation and is punishable by a fine or imprisonment for up to two years. Article 119/b of the “Criminal Code of the Republic of Albania” provides that a public insult involving ethnicity, nationality, race or religion through a computer system constitutes an administrative violation and is punishable by a fine or imprisonment for up to two years.

### 2 Applicable Laws

#### 2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

3. Law No. 2/2017 “On cybersecurity”.

#### 2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Article 8 of the Law “On cybersecurity” specifies that operators of critical infrastructure of information are obliged to implement the requirements of safety measures, and to also document their implementation. Article 9/3 of the Law “On cybersecurity” provides that the Responsible Authority for Electronic Certification and Cybersecurity (herein the “Authority”) determines, through a regulation, the content and method of documenting the safety measures. To the best of our knowledge, no such regulation exists.

#### 2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Article 9 of the Law “On cybersecurity” provides a list of safety measures and divides them into two groups: organisational measures;
and technical measures. As specified above, the Authority determines, through a regulation, the content and method of documenting the safety measures. To date, no such regulation exists.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

To the best of our knowledge, no such conflict of laws issues arise.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Article 11 of the Law “On cybersecurity” provides that operators of critical infrastructure of information and operators of important infrastructure of information are obliged to report immediately to the Authority after they discover any Incidents. The Authority determines, through a specific regulation, the types and categories of Incidents regarding cybersecurity. In the case of Incidents at constitutional institutions (for example, those of security and defence), the Authority reports immediately to the directors of these institutions. In addition, article 12 provides the type of information which is kept and administered in the electronic register of the Authority: data regarding the Incident report; data on identification of the system in which the Incident happened; data on the source of the Incident; and the procedure for solving the Incident and its result.

Article 14 states that the Authority shall maintain full confidentiality of the data collected during the process of solving the Incident.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Organisations are required to share information related to Incidents or potential Incidents, with contact points determined by the operators of critical infrastructure of information or the operators of important infrastructure of information. The Authority has also provided a standard form to be completed in case of Incidents.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

To the best of our knowledge and after carefully reviewing the legislation, there are no provisions as regards this situation.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The responses to questions 2.5 to 2.7 do not change regardless of the information included.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

Article 8 of the Law “On cybersecurity” provides that operators of critical infrastructure of information and operators of important infrastructure of information are obliged to implement the safety measures and also document their implementation. Furthermore, the aforementioned operators are obliged to implement the requirements of the safety measures during the establishment of infrastructure.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Article 22 of the Law “On cybersecurity” states that in case of non-compliance with the requirements specified in the law, the Authority issues fines from 20,000 Leke to 800,000 Leke.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

To the best of our knowledge there are no examples of enforcement action taken in cases of non-compliance with the abovementioned requirements.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

There is not any difference as regards the variety of measures taken across different business sectors, because the Law “On cybersecurity” is applied the same regardless of the business sector.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

The Law “On cybersecurity” is the only one governing with regard to cybersecurity for all organisations, private or public, in the Republic of Albania.
4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors' duties in your jurisdiction?

The Law “On cybersecurity” does not elaborate on this point, but nevertheless this is a matter of regulation inside the company.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

To the best of our knowledge, there is no obligation to fulfil these requirements. The Authority shall draft, approve and publish the necessary regulations to complete the legislative frame for cybersecurity within 12 months of the date of the law’s approval.

4.3 Are companies (whether listed or private) subject to any specific requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

The Law “On cybersecurity”, even though it does not clearly mention companies, provides the obligation to report to the competent authorities. However, the “Code of Criminal Procedure of the Republic of Albania” demands disclosure when legally asked by the Prosecution, be it through an order or a court decision.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

To the best of our knowledge, companies are not subject to any other specific requirements under Applicable Laws in relation to cybersecurity.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

For a civil action to be brought in relation to any Incident, it is necessary to provide the element of damage caused by a person committing an illegal action and evidence the causality of this action. It is also necessary to identify the source or the person responsible for the Incident.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

To the best of our knowledge, there are no specific examples of cases brought in relation to Incidents.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

The Law “On cybersecurity” does not provide any specifics in this regard, but there is potential liability in tort in relation to an Incident, in virtue of the “Civil Code of the Republic of Albania”, as specified above.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

To the best of our knowledge, organisations are not prohibited from taking out insurance against Incidents.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no regulatory limitations to insurance coverage against specific types of loss, such as business interruption, etc.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

Article 9 of the Law “On cybersecurity” states that responsible bodies should take the necessary measures to manage and monitor the safety of human resources and people’s access.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

To the best of our knowledge and after carefully reviewing the current Albanian legislation on the matter, there are no prohibitions in this regard.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Structures for cyber crime at the County Directory Police and General County Directory Police are responsible for investigating any crimes related to cybersecurity. In addition, the State Police has made available to the public a website (http://www.policia.al/denonco/) where every person can report in real-time any criminal act related to cyber crimes. The Authority is also responsible for investigating any reported crimes related to cybersecurity.
8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

To the best of our knowledge, there are no requirements under Applicable Laws for organisations to implement backdoors in their IT systems.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)

In New South Wales, Australia, unauthorised access to computer systems is criminalised by both state and federal legislation, namely, the Crimes Act 1900 (NSW) (“the Crimes Act”) and the Commonwealth Criminal Code (“the Code”). Most commonly, persons suspected of engaging in cybercrime are charged pursuant to the Code, given its universal application in all states and territories in Australia.

Persons suspected of unauthorised access to computer systems are charged pursuant to s. 478.1 of the Code, which provides for the offence of “Unauthorised access to, modification or restricted data”. The offence is comprised of three elements of proof. The offence is committed if a person causes any unauthorised access to, or modification of, restricted data, the person intends to cause the access or modification and the person knows that the access or modification is unauthorised. The maximum penalty for a contravention of s. 478.1 of the Code is two years’ imprisonment.

Denial-of-service attacks

Denial-of-service attacks (“DoS attacks”) or Distributed Denial of Service attacks (“DDoS attacks”) are criminalised by s. 477.3 of the Code, which provides for the offence of “Unauthorised impairment of electronic communication”. The offence is comprised of two elements. The offence is committed if a person causes any unauthorised impairment of electronic communication to or from a computer and the person knows that the impairment is unauthorised. The maximum penalty for a contravention of s. 477.3 of the Code is 10 years’ imprisonment.

Phishing

Phishing, being a form of online fraud, is criminalised by both the Crimes Act and the Code. However, enforcement of online fraud is generally left to the law enforcement agency of the state in which the victim of the fraud resides. In New South Wales, fraud is criminalised by s. 192E of the Crimes Act. The offence is comprised of three elements. The offence is committed if a person who, by any deception, dishonestly obtains property belonging to another or obtains any financial disadvantage or causes any financial disadvantage. The maximum penalty is 10 years’ imprisonment.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

The infection of IT systems with malware is criminalised by s. 478.2 of the Code, which provides for the offence of “Unauthorised impairment of data held on a computer disk etc.”. The offence is comprised of three elements. The offence is committed if a person causes any unauthorised impairment of the reliability, security or operation of data held on a computer disk, a credit card, another device used to store data by electronic means, the person intends to cause the impairment and the person knows that the impairment is unauthorised. The maximum penalty is two years’ imprisonment.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

Possession or use of hardware, software or other tools used to commit cybercrime is criminalised by s. 478.3 of the Code, which provides for the offence of Possession or control of data with intent to commit a cyber offence. The offence is comprised of two elements. The offence is committed if a person has possession or control of data and the person has that possession or control with the intention that the data be used, by the person or another person, in committing an offence against Division 477 of the Code or facilitating the commission of such an offence. The maximum penalty for a contravention of s. 478.3 of the Code is three years’ imprisonment.

Identity theft or identity fraud (e.g. in connection with access devices)

Identity crime, and in particular identity fraud offences, are criminalised by Division 372 of the Code. Particular acts that are criminalised include dealing in identification information, dealing in identification information that involves use of a carriage service, possession of identification information and possession of equipment used to make identification information. The offence of “Dealing in identification information that involves use of a carriage service” is most relevant to cybercrime. It is criminalised by 372.1A of the Code and is comprised of four elements. The offence is committed if a person deals in identification information, the person does so using a carriage service, the person intends that any person will use the identification information to pretend to be, or to pass the user off as, another person (whether living, dead, real or fictitious) for the purpose of committing an offence or facilitating the commission of an offence, and the offence is an indictable offence against the law of the Commonwealth, an indictable offence against a law of a State or Territory, or a foreign indictable offence. The maximum penalty is five years’ imprisonment.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Electronic theft is criminalised by s. 478.1 of the Code. As the offence is committed if a person modifies restricted data, and
modification is defined in the Code as the alteration or removal of the data held in a computer, or an addition of the data held in a computer, the unauthorised copying of data from a computer would contravene the offence provision.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Part 10.6 of the Code creates offences related to telecommunication services. They include offences relating to dishonesty with respect to carriage services and interference with telecommunications.

Failure by an organisation to implement cybersecurity measures

See the discussion below in relation to corporate governance.

1.2 Do any of the above-mentioned offences have extraterritorial application?

Extended geographical jurisdiction applies to offences under Part 10.7 of the Code (Divisions 477 and 478).

A person will not commit offences under that Part unless: the conduct constituting the alleged offence occurs wholly or partly in Australia, or wholly or partly on-board an Australian aircraft or an Australian ship; or the conduct constituting the alleged offence occurs wholly outside Australia and as a result of the conduct occurs wholly or partly in Australia, or wholly or partly on-board an Australian aircraft or an Australian ship; or the conduct constituting the alleged offence occurs wholly outside Australia and at the time of the alleged offence, the person is an Australian citizen or at the time of the alleged offence, the person is a body corporate incorporated by or under a law of the Commonwealth or of a State or Territory; or all of the following conditions are satisfied: the alleged offence is an ancillary offence; the conduct constituting the alleged offence occurs wholly outside Australia; and the conduct constituting the primary offence to which the ancillary offence relates, or a result of that conduct, occurs, or is intended by the person to occur, wholly or partly in Australia or wholly or partly on-board an Australian aircraft or an Australian ship.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

In New South Wales, the penalties for criminal offences are prescribed by the Crimes Sentencing Procedure Act 1999 (NSW). The Crimes Act 1914 (Cth) prescribes the penalties applicable to breaches of federal legislation, such as the Code. Matters that generally will mitigate a penalty include the timing of any guilty plea, the offender’s character, the offender’s prior record, assistance provided by the offender to the authorities, and the offender’s prospect of rehabilitation and likelihood of reoffending. Notification would be a matter that could be taken into account by a sentencing court as a factor of mitigation.

A number of the offences particularised above cannot be “attempted”; they must actually be committed. For example, a person cannot attempt to commit the offence of “Unauthorised access, modification or impairment with intent to commit a serious offence”.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

A number of criminal offences may arise in relation to cybersecurity or the occurrence of an Incident, although they are best understood as tangential or ancillary to cybersecurity or the occurrence of an Incident. For example, there have been prosecutions for offences such as blackmail where an offender has used material obtained as a result of a breach of confidence to blackmail the owner by threatening to release that material online.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The following laws in New South Wales relate to cybersecurity: the Privacy Act (Cth) (“Privacy Act”); the Crimes Act 1914 (Cth); the Security of Critical Infrastructure Act 2018 (Cth); the Criminal Code 1995 (Cth); and the Telecommunications (Interception and Access) Act 1979 (Cth).

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The Security of Critical Infrastructure Act 2018 (Cth), which commenced on 11 July 2018, seeks to manage national security risks of sabotage, espionage and coercion posed by foreign entities. The Act was implemented as a response to technological changes that have increased cyber connectivity to critical infrastructure. The Australian Government considers “the responsibility for ensuring the continuity of operations and the provision of essential services to the Australian economy and community” as being shared “between owners and operators of critical infrastructure, state and territory governments, and the Australian Government”. The Act applies to approximately 165 specific assets in the electricity, gas, water and ports sectors.

The Act establishes a Register of Critical Infrastructure Assets, empowers the Secretary of the Department of Home Affairs with an information-gathering power (whereby certain information can be requested of direct interest holders, responsible entities and operators of critical infrastructure assets) and a Minister directs power that allows the Minister to issue a direction to an owner or operator of critical infrastructure assets to mitigate national security risks.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

See generally the answer to question 4.3 below in respect of the NDB Scheme.

The Australian Securities and Investments Commission (“ASIC”) provides guidance to Australia’s integrated corporate markets, financial services and consumer regulator, and provides guidance to organisations through its “cyber reliance good practices”. The good
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practices recommend, *inter alia*, periodic review of cyber strategy by a board of directors, using cyber resilience as a management tool, for corporate governance to be responsive (i.e. keeping cybersecurity policies and procedures up to date), collaboration and information sharing, third-party risk management and implementing continuous monitoring systems.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

See the answer to question 4.3 below.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

See the answer to question 4.3 below.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Subject to the restrictions in the Applicable Laws (such as the Privacy Act), organisations are permitted to voluntarily share information related to an Incident or potential Incidents with a regulatory or other authority and other private sector or trade associations.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

See the answer to question 4.3 below.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

See the answer to question 4.3 below.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The Office of the Australian Information Commissioner (“the OAIC”) is an independent statutory agency within the Attorney-General’s Department. The OAIC has three functions, namely, privacy functions conferred by the Privacy Act, freedom of information functions such as reviewing the decisions made by agencies and ministers pursuant to the *Freedom of Information Act 1982* (Cth), and government information policy functions conferred by the *Australasian Information Commissioner Act 2010* (Cth).

In relation to its privacy functions, the OAIC has the power to commence investigations, conduct privacy performance assessments, request an entity to develop an enforceable code, direct an agency to give the OAIC a privacy impact assessment about a proposed activity or function and recognise external dispute-resolution schemes to handle privacy-related complaints.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

See the answer to question 4.3 below.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

To date, there have been no published examples of enforcement action taken in cases of non-compliance with the *Notifiable Data Breaches* (“NDB”) Scheme.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Market practice varies across different business sectors in New South Wales. The NDB Scheme, for example, only requires not-for-profit businesses with an annual turnover of more than AUD $3 million to report data breaches.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Part IIIA of the Privacy Act specifically regulates the handling of personal information about individuals’ activities in relation to consumer credit, including the types of personal information that credit providers can disclose. All credit reporting bodies (defined in ss 6 and 6P as a business that involves collecting, holding, using or disclosing personal information about individuals for the purposes of providing an entity with information about the creditworthiness of an individual) are subject to Part III.

Part 13 of the *Telecommunications Act* regulates carriers and carriage service providers in their use and disclosure of personal information. Part 5-1A of the *Telecommunications (Interception and Access) Act*
1979 (Cth) requires providers of telecommunications services in Australia to collect and retain specific types of data for a minimum period of two years and must comply with the Privacy Act in relation to that data.

See generally the answer to question 4.3 below for more information. The NDB Scheme in Part IIC of the Privacy Act requires telecommunications and financial services sectors to take steps to secure personal information. These sectors must notify individuals whose personal information is involved in a data breach that is likely to result in serious harm and must also notify the OAIC.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

A failure by a company to prevent, mitigate, manage or respond to an Incident may result in breaches of provisions of the Corporations Act 2001 (Cth). The Corporations Act 2001 (Cth) imposes duties on directors to exercise powers and duties with the care and diligence that a reasonable person would. A director who ignores the real possibility of an Incident may be liable for failing to exercise duties with care and diligence.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Presently, the Applicable Laws do not require companies to designate a CISO, establish a written Incident response plan or policy, conduct periodic cyber risk assessments and perform penetration tests or vulnerability assessments.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

In February 2018 the Privacy Amendment (Notifiable Data Breaches) Act 2017 amended the Privacy Act to require Australian Privacy Principles (“APP”) entities to, as soon as practicable, provide notice to the OAIC and affected individuals of an “eligible data breach”, where there are reasonable grounds to believe that an “eligible data breach” has occurred. This process is called the Notifiable Data Breaches Scheme.

Eligible data breaches arise when: there is unauthorised access to or unauthorised disclosure of personal information, or a loss of personal information, that an entity holds; this unauthorised disclosure of personal information, or loss of personal information is likely to result in serious harm to one or more individuals; and the entity has not been able to prevent the likely risk of serious harm with remedial action.

The OAIC expects APP entities to conduct a quick assessment of a suspected data breach to determine whether it is likely to result in serious harm.

The notification to the OAIC and to the affected individual must include the identity and contact details of the organisation, a description of the data breach, the kinds of information concerned and recommendations about the steps individuals should take in response to the data breach.

A failure to comply with the notification obligations can result in the imposition of substantial civil penalties. A serious or repeated interference with privacy attracts a fine of 2,000 penalty units, currently AUD $420,000.00. The maximum penalty that a court can order for a body corporate is five times the amount listed in the civil penalty provision, currently a maximum of AUD $2.1 million.

The Privacy Act also confers a number of additional enforcement powers on the OAIC, including accepting an enforceable undertaking, bringing proceedings to enforce an enforceable undertaking, making a determination, bringing proceedings to enforce a determination, a report to the responsible Minister and seeking an injunction.

Under the Privacy Act, an APP entity is defined as an “agency” or “organisation”. “Agency” includes a Minister, a Department, and most government bodies; and an “organisation” means an individual, a body corporate, a partnership, any other unincorporated association or a trust that is not a small business operator, a registered political party, an agency, a State or Territory authority or a prescribed instrumentality of a State or Territory.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

The Australian Privacy Principles contained in schedule 1 of the Privacy Act provide for the manner in which APP entities must handle and use personal information. There are 13 privacy principles, covering: open and transparent management of personal information; anonymity and pseudonymity; collection of solicited personal information; dealing with unsolicited personal information; notification of the collection of personal information; the use or disclosure of personal information; direct marketing; cross-border disclosure of personal information; adoption, use or disclosure of government-related identifiers; quality of personal information; security of personal information; access to personal information; and the correction of personal information. The APPs are not prescriptive, and an APP entity must consider how the principles apply to its own situation.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Australian common law does not recognise a general right of privacy. The equitable cause of action for breach of confidence may provide a remedy for invasions of privacy. Traditionally, the elements are that information must be confidential, information must have been imparted in circumstances importing an obligation of confidence, and there must be an unauthorised use of that information. The current doctrine of breach of confidence does not currently entertain cases of wrongful intrusion, as opposed to cases of wrongful disclosure of confidential information.

The Privacy Act regulates the way Commonwealth agencies handle personal information. A person may obtain an injunction in the Federal Circuit Court against a Commonwealth agency that engages in, or proposes to engage in, conduct that is in breach of the Privacy
Act. An action cannot be brought against an individual acting in their own capacity. A person may apply to the Court for an order that an entity pay compensation for loss or damage suffered by the person if a civil penalty has been made against the entity, or the entity is found guilty of an offence under the Privacy Act.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

No relevant civil proceedings have been brought in relation to an Incident. Given the evolution of the doctrine of breach of confidence, it is likely such cases will be forthcoming.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

The High Court in *ABC v Lenah Game Meats Pty Ltd* (2001) 208 CLR 199 sanctioned the recognition of a tort of invasion of privacy. Judge Hampel in the case of *Doe v ABC* (2007) VCC 281 imposed liability in tort for the invasion of the plaintiff’s privacy. Such reasoning may apply to an action in relation to an Incident.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Organisations are permitted to take out insurance against Incidents in Australia. This includes breaches of the Privacy Act.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no regulatory limits specifically targeted at losses associated with Incidents. Numerous entities offer insurance for data breach, business interruption, email forgery, ransomware attacks, costs of rebuilding an IT system, theft of crypto-currencies, and legal fees associated with the investigation of Incidents. Coverage is governed generally by the *Insurance Act 1973* (Cth), the *Insurance Contracts Act 1984* (Cth), the *Corporations Act 2001* (Cth) and the common law.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

The *Workplace Surveillance Act 2005* (NSW) restricts the use of both overt and covert forms of surveillance of an employee. Surveillance can include computer surveillance. Significant penalties are imposed for breaches of the Act, including imprisonment.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

Whistle-blowers are recognised and protected by the *Corporations Act 2001* (Cth). There are five criteria that must be met when a whistle-blower makes a disclosure in order to be protected by the Act. Firstly, the whistle-blower must be a current office, a current employee or a current contractor (or the employee of a contractor). Secondly, the disclosure must be made to the company’s auditor or a member of the company’s audit team, a director, secretary or senior manager of the company, a person authorised by the company to receive whistle-blower disclosure or ASIC. Thirdly, the whistle-blower must provide their name to the person or authority to whom the disclosure is made. Fourthly, the whistle-blower must have reasonable grounds to suspect that the information being disclosed on the company or company officer may have breached the *Corporations Act 2001* (Cth) or the *Australian Securities and Investments Commission Act 2001* (Cth). Fifthly, the disclosure must be made in good faith, in that the disclosure must be honest and genuine, and motivated by wanting to disclose misconduct.

The information disclosed by whistle-blowers is protected by ASIC, the whistle-blower is protected by the *Corporations Act 2001* (Cth) from civil or criminal litigation, and the Act also makes it a criminal offence to victimise a whistle-blower.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

A number of well-established legal investigatory powers are deployed by law enforcement authorities when investigating an Incident. These powers can include the issuing of search warrants, the seizure of IT equipment for forensic analysis, decryption (whether at encrypted or decrypted data points) and the compulsory examination of suspects, in certain circumstances.

The *Assistance and Access Bill 2018* (Cth), presently up for parliamentary debate, is seeking to expand the investigative powers of law enforcement. For example, the Bill seeks to modernise and strengthen search warrants to “account for the growing complexity of communications devices and the evidential value of data”.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Presently, there are no requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities. The Australian government has expressed that it remains “committed to the security of communications services and devices and the privacy of Australians”. Section 3LA of the *Crimes Act 1914* (Cth) provides law enforcement authorities a mechanism by which a person must provide information or assistance that is reasonable and necessary to allow a constable to access data held in, or accessible from, a computer or data storage device that is on warrant premises or that has been moved to a place for examination under subsection 3K(2) of the *Crimes Act 1914* (Cth),
copy data held in, or accessible from, a computer, or storage device and convert into documentary form or another form intelligible to a constable data held in, or accessible from, a computer, or data storage device, or data held in a data storage device to which the data was copied, or data held in a data storage device removed from warrant premises under subsection 3L(1A) of the Crimes Act 1914 (Cth).

Nyman Gibson Miralis are experts in assisting companies and individuals who are the subject of cybercrime investigations. The investigation and prosecution of cybercrime is becoming increasingly international. Individuals and businesses may therefore become the subject of parallel criminal investigations and prosecutions raising complex jurisdictional and procedural issues. By its very nature, cybercrime is borderless, and therefore the exposure to penalties outside the jurisdiction where an individual or business is physically located is often a real possibility.

Our criminal lawyers have expertise in dealing with complex national and international cybercrime investigations and advising individuals and businesses of defence strategies that take into account the global nature of cybercrime.

Our expertise includes dealing with law enforcement requests for information from foreign jurisdictions, challenging potential extradition proceedings, as well as advising and appearing in cases where assets have been restrained and confiscated worldwide.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

**Hacking (i.e. unauthorised access)**
Hacking constitutes a criminal offence in Brazil under Law No. 12.737/2012. This Law modified Provision 154-A of the Brazilian Criminal Code to provide that the invasion of a third party’s computing device, whether or not it is connected to a computer network, through undue violation of a security mechanism and with the purpose of obtaining, adulterating or destroying data is a crime in Brazil. The maximum penalty for such an offence is one year of imprisonment and fine, or two years of imprisonment and a fine if the hacker obtains the victim’s private electronic communications contents, commercial or industrial secrets, or sensitive information. The two years of imprisonment and a fine also apply if the hacker controls the invaded device remotely. The aforementioned penalties may be increased where there are aggravating circumstances.

**Denial-of-service attacks**
Denial-of-service attacks can be punished under the Brazilian Criminal Code. According to Provision 266, the interruption or disturbance of telegraph, radiotelegraph or telephone services as well as telematics services or public utility information services shall be punished with imprisonment and a fine. The maximum penalty is three years of imprisonment, and this penalty may be doubled if the offence occurs during a public calamity.

**Phishing**
There is no specific provision regulating phishing in Brazil.

**Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)**
Infection of IT systems with malware is a criminal offence in Brazil. According to Provision 154-A of the Brazilian Criminal Code (modified by Law No. 12.737/2012), the installation of vulnerabilities in a third party’s computing device, whether or not it is connected to a computer network, to obtain an illicit advantage shall be punished with up to one year of imprisonment and a fine. The penalty may be increased where there are aggravating circumstances.

**Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)**
There is no specific provision regulating possession or use of hardware, software or other tools used to commit cybercrime in Brazil. However, the production, offering, distribution, selling or sending of a computer program or device to allow the invasion of a third party’s computing device, whether or not it is connected to a computer network, through undue violation of a security mechanism and with the purpose of obtaining, adulterating or destroying data constitutes a crime punishable with up to one year of imprisonment and a fine.

**Identity theft or identity fraud (e.g. in connection with access devices)**
There is no specific provision regulating identity theft or identity fraud in connection with access devices in Brazil. Notwithstanding, identity theft or identity fraud, by any means, constitute the crime of false identity, punishable with up to two years of imprisonment or a fine. Further, other criminal provisions may apply in a specific case, such as ideological falsity.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**
See the answer in respect of “Hacking” and “Infection of IT systems with malware” above. Further, breach of confidence by a current or former employee is classified as unfair competition under Law No. 9279/96 (Industrial Property Law), punishable with up to one year of imprisonment or a fine.

**Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data**
Unfair competition provisions stated in the Industrial Property Law may apply in some circumstances. Unfair competition is a criminal offence in Brazil punishable with up to one year of imprisonment or a fine.

**Failure by an organisation to implement cybersecurity measures**
Failure by an organisation to implement cybersecurity measures is not a criminal offence in Brazil.

1.2 Do any of the above-mentioned offences have extraterritorial application?

There is no specific provision regulating extraterritorial application of cybersecurity crimes in Brazil. However, as a rule, Brazilian criminal provisions may apply outside its territory in some circumstances provided by law.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

There are possibilities for penalty mitigation in specific circumstances (e.g. cooperation with investigations).
At first, any criminal offence perpetrated in a cybernetic context may be punished in the same way as it would if committed outside of such context. In this sense, a very common offence is the crime of extortion in the context of a ransomware cyberattack.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

Besides the Applicable Laws mentioned above, which refer to criminal offences, there are important provisions related to civil rights in the Brazilian Internet Law (Marco Civil da Internet) and its regulatory Decree No. 8.771/2013. Further, the Brazilian Constitution, Consumer Code, and Industrial Property Law have scattered provision relating to themes that may be connected to cybersecurity. Moreover, the Brazilian President signed the first ever Brazilian Data Protection Law on 14 August 2018, which will come into force by February 2020. Concerning this Law, organisations will be required to implement technical measures to safeguard personal data. Furthermore, the Central Bank of Brazil has recently issued Resolution No. 4.658/2018, which will fully come into force on 31 December 2021, concerning the adoption of measures in the field of cybersecurity.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Yes. Generally, cybersecurity requirements are provided by regulatory agencies. For instance, financial services providers, regulated by the Central Bank of Brazil, have specific rules related to cybersecurity. As mentioned above, the Central Bank of Brazil has recently issued Resolution No. 4.658/2018, which regulates the adoption of measures in the field of cybersecurity.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Under the Brazilian Data Protection Law, which will be in force by February 2020, organisations will be required to take security, technical and administrative measures to safeguard personal data. Further, an organisation that processes personal data and suffers an Incident shall provide, within reasonable time, information concerning such Incident to the Authority and to the data subject.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Yes. Adoption of measures to monitor, detect, prevent or mitigate Incidents may conflict with Applicable Laws and Tribunal precedents (e.g. the right of privacy of the employee in the workplace).

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Yes. According to the Brazilian Data Protection Law, which will be in force by February 2020, controllers must inform the Data Protection Authority of any occurrence of a security Incident that may create risk or relevant damage to the data subjects. The communication shall be done in a reasonable period (to be determined by the Data Protection Authority) and shall contain a description of the nature of the affected personal data, information regarding data subjects, indication of the adopted technical and security measures to protect the data, the risks related to the Incident, and the measures that were or will be taken to reverse or mitigate the effects of the damage. Further, in case the communication was not immediate, the controller must provide reasons for the delay.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

There is no legal basis to share information related to Incidents or potential Incidents with third parties, as it is not provided by the Data Protection Law.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Yes. According to the Brazilian Data Protection Law, which will be in force by February 2020, controllers must inform affected individuals in relation to any Incidents that affect their personal data.
individuals of any occurrence of a security Incident that may create risk or cause relevant damage to them. The communication shall be done in a reasonable period (to be determined by the Data Protection Authority) and shall contain a description of the nature of the affected personal data, information regarding the data subjects, an indication of the adopted technical and security measures to protect the data, the risks related to the Incident, and the measures that were or will be taken to reverse or mitigate the effects of the damage. Further, in case the communication was not immediate, the controller must provide reasons for the delay.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

As the Brazilian Data Protection Law will not come into force until February 2020, there are, as of yet, no examples.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Yes. Banks and financial companies are usually more committed to information security because of the risks involved in their business (e.g. identity theft and identity fraud are widely perpetrated in Brazil). Notwithstanding, we foresee an increase in measures to prevent, detect, mitigate and respond to Incidents in other sectors in the coming years because of the enactment of the Brazilian Data Protection Law.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Yes. The Brazilian Central Bank has recently issued a regulation on cybersecurity policy and the contracting of data processing and storage and cloud computing to be observed by financial institutions and other institutions regulated by the Central Bank (Resolution No. 4.658/2018).

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

A breach of directors’ duties would arise if the failure happens due to a director’s action that is not compliant with the law or with the company’s bylaws.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

The Brazilian Data Protection Law determines that controllers shall appoint a Data Protection Officer, who will be in charge of communications with the Data Protection Authority and data subjects, as well as of controllers’ compliance. The Data Protection Law does not oblige the controller to create an Incident response plan, conduct periodic cyber risk assessments or perform penetration tests or vulnerability assessments, but the adoption of such measures may mitigate possible penalties. Moreover, the Data Protection Authority may regulate those matters in the future.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

The Brazilian Data Protection Law provides that controllers must inform the Data Protection Authority and data subjects of any...
occurrence of a security Incident that may create risk or relevant damage to the data subject.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

The Brazilian Data Protection Law provides that processing agents (controllers and processors) shall adopt security, technical and administrative measures to protect personal data from unauthorised accesses and accidental or unlawful situations of loss, alteration, destruction, communication or any improper or unlawful processing of data. Such measures shall be complied with by processing agents from the conception through to the execution of the product or service.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

The civil actions that may be brought depend on the nature of the Incident, but in general, Incidents involving breach of privacy, data theft, ransomware, and breach of the Brazilian Data Protection Law are dealt with by means of a tort lawsuit. Given the distribution of liability defined in the Brazilian Data Protection Law, there is also a possibility for the data processing company to be sued. With regards to the elements that must be met in such action, it is notable that the defendant must be identified. In this sense, if the person/company responsible for the Incident is not known, the claimant must file a previous lawsuit against the internet service provider through which the person responsible for the Incident has operated. In this previous lawsuit, the claimant would need to request that the internet provider inform the IP of the party responsible for the Incident. However, in some circumstances, it may not be possible to identify the person responsible for the Incident. This is one of the main legal difficulties in dealing with cyberattacks in Brazil.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

A well-known ticket sales company was responsible for an Incident in which personal data of registered clients was exposed upon access of the company’s website. The Incident was caused by a security failure in the company’s website and gave rise to a huge number of lawsuits. Additionally, the Consumer Protection Authority issued a notice to the company, requesting information regarding the Incident and the measures taken to prevent such event from happening again. In this case, although there was no Data Protection Law in force in Brazil, the Consumer Protection Authority may request the adoption of measures to companies in any circumstance that involves consumers’ rights. Also, the Consumer Protection Authority may apply a fine based on the Consumer Code.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Yes. Brazilian law allows individuals and companies to file a lawsuit claiming damages in any situation, including in relation to an Incident.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out insurance against Incidents.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no such regulatory limitations.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

There are no such specific requirements.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are no such Applicable Laws.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Upon an Incident investigation, the police authority, the administrative authority or the Public Prosecutor may require, as a preventive measure, any application service provider to keep access to applications logs, including for a period greater than that provided in the Brazilian Internet Law. In all circumstances, the disclosure to the authorities and prosecutors must be preceded by a court order.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There are no such requirements.
Brazil

Considered one of the most traditional and prestigious law firms in Brazil, with 83 partners and 823 associates, Siqueira Castro – Advogados is a pioneering full-service business law firm with offices throughout the country. Over its 70-year history, our firm has consistently met the great range of our clients’ legal needs with a full spectrum of services and excellent results in all areas of business law. Moreover, our clients have come to trust that our structure will constantly benefit from solid and regular investments in resources and personnel.

Today, in addition to our headquarters in São Paulo, the firm is present in 18 state capitals of Brazil, namely: Rio de Janeiro, Brasília, Aracaju, Belém, Belo Horizonte, Curitiba, Fortaleza, João Pessoa, Macapá, Manaus, Natal, Porto Alegre, Porto Velho, Recife, Salvador, São Luís, Teresina and Vitória. This unrivalled geographical reach enables convenient access to all relevant economic centres of the country. In the international arena, we have taken steps to make the firm one of the most active Brazilian players abroad, with the incorporation of our Lisbon (Portugal) and Luanda (Angola) branches. We also maintain strategic alliances with reputable firms in Brazil, Latin America, North America, Asia, Africa and Europe, many as a consequence of our participation in ADVOC, the international network of independent law firms – www.advoc.com – of which Siqueira Castro – Advogados is the only Brazilian member.

What sets Siqueira Castro – Advogados apart is more than just the performance of its highly qualified professionals, many of whom have both worked and studied abroad. It is the personalised services that the firm devotes to projects, deals and businesses that call for understanding of many specialties. We leverage the force inherent in our highly organised structure to bring speed, safety, flexibility, efficiency and cost savings to every task in our charge.

Daniel Pitanga Bastos de Souza graduated from the Catholic University of Salvador in 2006. He gained a postgraduate degree in intellectual property law from the Catholic University of Rio de Janeiro and specialised in entertainment law at the State University of Rio de Janeiro. He also holds an L.L.M. in information technology and telecommunications law from the University of Southampton. He is a member of the Brazilian Bar Association, Rio de Janeiro section and secretary-general of the Industrial Property and Piracy Committee at the Brazilian Bar Association, Rio de Janeiro section. He is the Co-Chair of the Interactive Entertainment and Media Committee at the International Technology Law Association (ITechLaw).
Chapter 7

China

King & Wood Mallesons

1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Under the Criminal Law of the People's Republic of China ("Criminal Law"), cybercrimes are mainly provided in the section: “Crimes of Disturbing Public Order”. Articles 285, 286, and 287 are the three major articles that directly relate to cybercrimes. Moreover, Article 253(1) indirectly relates to cybersecurity and applies to cases involving Internet-related personal information infringement acts. The punishments for violating Articles 285, 286, and 287 include imprisonment, detention, and fines. For example, the offender may be sentenced to up to seven years’ imprisonment for illegally obtaining data from a computer information system in serious cases. Entities may be convicted for violating Articles 285, 286, and 287, as unit crime has been provided for in all three articles.

It is worth noting that Articles 286 and 287 set up the principle that if someone uses computers (for example, through hacking, phishing or other Internet-related illegal action) to commit other crimes, i.e. crimes that traditionally had no relationship with the Internet, such as financial fraud, theft, embezzlement, misappropriation of public funds and theft of state secrets, the offender shall be convicted of the crime for which the penalty is heavier.

Hacking (i.e. unauthorised access)

Pursuant to Article 285 of the Criminal Law, activities which involve invading a computer information system in the areas of State affairs, national defence or advanced science and technology constitute the “crime of invading a computer information system”. The offender shall be sentenced to a fixed-term imprisonment of not more than three years or detention. For activities of invading a computer information system other than those in the above areas, it may constitute a “crime of obtaining data from a computer information system” and the offender shall be sentenced to a fixed-term imprisonment of not more than three years or detention, or imprisonment for three to seven years in serious cases. If an entity commits those crimes, such entities shall be fined, and the persons who are directly in charge and the other persons who are directly liable for the offences shall be punished accordingly.

For example, in the criminal case of “Wang’s illegal obtainment of computer information system data and controlling a computer system”, according to the final decision made by Fuyang Intermediate People’s Court in Anhui Province in May 2018, the defendant was sentenced to three years in prison but suspended for five years and fined 8,000 yuan for illegally obtaining more than 9,000 pieces of personal information by using self-learning hacking technology.

Denial-of-service attacks

Pursuant to Article 286 of the Criminal Law, denial-of-service attacks could constitute the “crime of sabotaging computer information system” and more than five years’ imprisonment may be given in serious cases.

Phishing

Phishing is usually performed to steal or otherwise acquire personal information of citizens, which is considered as the “crime of infringing a citizen’s personal information” provided in Article 253(1) and up to seven years’ imprisonment may be sentenced in serious cases.

For example, in the criminal case of “Zhang Dawei’s infringement upon a citizen’s personal information”, the defendant established a phishing website to counterfeit the official website of Apple iCloud. In this way, the defendant obtained a victim’s Apple ID and password and then sold them for profit. The court decided that the defendant committed the “crime of infringing a citizen’s personal information” and imposed seven months’ imprisonment.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

For intentional creation or dissemination of a computer virus or other destructive programs, including, but not limited to, ransomware, spyware, worms, trojans and viruses, which affect the normal operation of a computer information system, if serious consequences are caused, such activities constitute the “crime of sabotaging a computer information system” under Article 286 of the Criminal Law. The offender may be sentenced to five years’ imprisonment in serious cases.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

If someone possesses or uses hardware, software or other tools to commit cybercrime prescribed in the Criminal Law, depending on the crime committed, the offender may be convicted in accordance with the corresponding article in the Criminal Law, such as the “crime of invading a computer information system”.

There is also an offence, i.e. “illegal use of information networks”, which involves activities that take advantage of an information network to establish websites and communication groups for criminal activities, such as defrauding, teaching criminal methods, producing or selling prohibited items and controlled substances. If
the criminal activity also constitutes another offence, the offender shall be convicted of the crime which imposes a heavier penalty.

**Identity theft or identity fraud (e.g. in connection with access devices)**

Under the **Criminal Law**, for identity theft, if the offender obtains identities by stealing or otherwise illegally acquires the personal information of citizens, such activity may be convicted as the “crime of infringing a citizen’s personal information” pursuant to Article 253(1). If someone uses the stolen identity of others as its own proof of identity, such behaviour may constitute the “crime of identity theft” under Article 281 of the **Criminal Law**; in case such person uses the stolen identity to commit fraud or other criminal activities, he/she should be convicted of the crime the penalty of which is higher.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**

If a current or former employee breaches confidentiality obligations and causes infringement of personal information, trade secrets, state secrets, etc., the offender will be convicted pursuant to Article 287 and punished in accordance with the relevant provisions of the **Criminal Law**, such as the “crime of infringing trade secrets”.

**Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data**

If someone, in violation of laws and regulations, deletes, amends, adds or disturbs functions of a computer information system and causes the computer information system’s inability to work normally or conducts operations of deletion, amendment or addition towards the data or application programs which are stored, disposed of or transmitted in a computer information system, and serious consequences are caused, such activities constitute the “crime of sabotaging computer information system” under Article 286 of the **Criminal Law**. The offender shall be sentenced to a fixed-term imprisonment of more than five years if serious consequences are incurred.

**Failure by an organisation to implement cybersecurity measures**

Pursuant to Article 286(1) of the **Criminal Law**, if an organisation is a network service provider, and does not perform its duties of safety management, provided by laws and administrative regulations, on its information network, and refuses to correct its conduct after the regulatory authorities order it to rectify the non-performance, the organisation shall be fined, and the persons who are directly in charge and the other persons who are directly liable for the offences may be sentenced to a fixed-term imprisonment of no more than three years, under any of the following circumstances:

1. resulting in the dissemination of a large amount of illegal information;
2. causing the disclosure of user information, resulting in serious consequences;
3. causing the damage or loss of criminal evidence which results in serious consequences; or
4. other serious circumstances.

**Do any of the above-mentioned offences have extraterritorial application?**

All of the above-mentioned offences have extraterritorial application. First, if the criminal act or its consequence takes place within the territory of China, the crime shall be deemed to have been committed within the territory of China. Second, the **Criminal Law** is applicable to citizens of China who commit crimes prescribed in the **Criminal Law** outside the territory of China; however, if the maximum penalty of such crime prescribed in the **Criminal Law** is a fixed-term imprisonment of not more than three years, the offender could be exempted from punishment. Third, if a foreigner commits a crime outside the territory of China against the State or against Chinese citizens, the offender may be convicted pursuant to the **Criminal Law** if the **Criminal Law** prescribes a minimum punishment of fixed-term imprisonment of not less than three years; but, the **Criminal Law** shall not apply if it is not punishable according to the law of the place where it was committed.

**1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?**

For the above-mentioned offences, there are no specific mitigation conditions prescribed in these articles. However, the mitigation conditions prescribed in the **Criminal Law** for all crimes are applicable. For example, if an offender voluntarily gives oneself up to the police and confesses his crimes or exposes others’ crimes that can be verified, the offender would be given a mitigated punishment.

**1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.**

Article 287(2) of the **Criminal Law** provides for the “crime of assisting information network criminal activity”, which regulates activities of providing Internet access, server hosting, network storage, communication transmission and other technical support while being aware that others use such information networks to commit criminal offences (e.g. activities that lead to cybersecurity Incidents or terrorism activities).

**2 Applicable Laws**

**2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.**

The **Cybersecurity Law of the People’s Republic of China** (“**Cybersecurity Law**”), which came into force on 1 June 2017, is a law covering various aspects of network security and has laid the foundation for a comprehensive cybersecurity regulatory regime in China. So far, a series of specific measures aimed at facilitating the implementation of the **Cybersecurity Law** have already been enacted, such as the **Measures on the Security Review of Network Products and Services (for Trial Implementation)** and the **National Emergency Response Plan for Cybersecurity Incidents**. In addition, the **Regulation on Graded Protection of Network Security** is also seeking opinions. Meanwhile, the draft regulations and guidelines on the protection of critical information infrastructure (“**CII**”) and security assessment of outbound data transfers have been finished and the relevant authorities are now seeking opinions, including the **Draft Regulations on the Security Protection of Critical Information Infrastructure**, the draft **Measures for the Security Assessment of Infrastructure CII**...
2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The Cybersecurity Law includes provisions on the security protection of CII. The draft Regulations on the Security Protection of Critical Information Infrastructure further specify the requirements on the security protection of critical information infrastructure, including CII operators’ obligations relating to the setting up, suspension of operation and occurrence of security Incidents of CII, daily security maintenance, security monitoring and assessment, local data storage and security assessment of outbound data transfers, security of network products and services procured, etc.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Yes. The Cybersecurity Law, the Regulations on the Security Protection of Computer Information System, the Emergency Response Plan for Cybersecurity Incidents, and other relevant laws and regulations have provided for network operators’ legal duties when facing cybersecurity Incidents, which in general could be categorised into the following:

1. regular preventive work: network operators must adopt regular measures to prevent cybersecurity Incidents, including adopting technical measures to prevent cybersecurity violations such as computer viruses, cyberattacks and network intrusions, adopting technical measures to monitor and record the network operation status and cybersecurity events, maintaining cyber-related logs for no less than six months, etc.;

2. emergency measures for security Incidents: network operators must develop an emergency plan for cybersecurity Incidents in order to promptly respond to security risks, to take remedial actions immediately, to notify affected data subjects, and to report the case to the competent authorities as required; and

3. after-action review: to keep communication with and assist the authorities in finishing their investigation and review after an Incident, such as providing a summary of the cause, nature, and influence of the security Incident and improvement measures.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Conflict of laws issues may arise, as although China’s cybersecurity laws and regulations in general apply to network operators within the territory of China, any activities outside China that may threaten the cybersecurity of China could also be governed by Chinese laws.

For example, in terms of import/export controls of encryption software and hardware, pursuant to the Regulation on the Administration of Commercial Cipher Codes of China, import of encryption products and equipment with encryption technology or export of commercial encryption products shall be approved by the national encryption administrations. Any sale of foreign encryption products by an entity or individual is prohibited.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Yes.

(a) The reporting obligation will be triggered by the occurrence of an Incident threatening network security.

(b) Pursuant to the Cybersecurity Law and relevant regulations, network operators shall at least timely notify the local government, industry regulator and local cyberspace administrations. Pursuant to the Regulations of the People's Republic of China on the Security Protection of Computer Information System, any case arising from computer information systems shall be reported to the public security authority within 24 hours. Moreover, if there is a possibility of information leakage related to national security, the national security authorities shall also be informed.

(c) At least the following contents are required to be reported: information of the notification party; description of the network security Incident; detailed information about the Incident; nature of the Incident; affected properties (if any); personal information being affected/breached (if any); preliminary containment measures that have been taken; and preliminary assessment on the severity of the Incident.

(d) If the publication of Incident-related information will jeopardise national security or public interest, then such publication shall be prohibited.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Pursuant to the Cybersecurity Law, the authorities support the cooperation among network operators in the collection, analysis and notification of cybersecurity information and the emergency response, in order to improve their capability for cybersecurity protection. But the releasing of cybersecurity information, such as system bugs, computer viruses, network attacks and intrusions, to the public shall be carried out in compliance with the applicable regulations.

In China, users, suppliers and research institutions are encouraged to report any potential system vulnerabilities identified to the China National Vulnerability Database, an official database operated by the National Network Emergency Response Coordination Center.
of China, so as to gather, verify and warn against any security vulnerabilities and to establish an effective and coordinated emergency response mechanism among all operators.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Under the Cybersecurity Law, in case of disclosure, damage or loss, or possible disclosure, damage or loss, of user information, the network operator is obligated to take immediate remedies and notify the affected users promptly. Currently, relevant laws and regulations do not provide specific requirements about the nature and scope of information to be reported; according to the Information Security Techniques – Personal Information Security Specification, recommended standards formulated by the National Standardization Committee, operators shall at least inform data subjects of the general description of the Incident and its impact, any remedial measures taken or to be taken, suggestions for individual data subjects to mitigate risks, contact information of the person responsible for dealing with the Incident, etc.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

When reporting an Incident to the regulatory authorities, network operators are required to provide any information relating to the Incident as required by the authorities, even if such information involves sensitive business information or personal identifiable information, so as to effectively cooperate with the authorities in investigating and dealing with the Incident.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

Any regulators identified under question 2.5 above to which network operators are required to report an Incident shall have the authority to enforce the requirements identified under questions 2.3 to 2.7. Specifically, the enforcement authorities include the Cyberspace Administration of China (“CAC”), the Ministry of Industry and Information Technology, the Ministry of Public Security, the State Secretory Bureau, the State Encryption Administration and industry regulators, etc.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Pursuant to the Cybersecurity Law, in case of non-compliance, network operators may be given a warning, ordered to take rectification measures, and/or imposed fines by the relevant authorities.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

One of the first enforcement actions taken since the implementation of the Cybersecurity Law relates to the failure to maintain web logs. The cybersecurity team of the public security bureau of Chongqing Municipality gave warnings to a company providing a data centre service for failure to keep a web log, as required by the Cybersecurity Law, and ordered it to rectify the non-compliance. In late July 2017, the CAC, the Ministry of Industry and Information Technology, the Ministry of Public Security, and the National Standardization Committee jointly initiated an inspection on the “privacy policy” of network operators to identify any non-compliance with the rules of personal information protection. Also, early in May 2017, before the implementation of the Cybersecurity Law, 15 data companies were questioned by the CAC, challenging the legality of data collection.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Although industries or sectors such as telecoms, credit reporting, banking and finance, and insurance have some specific requirements with respect to the collection and protection of information, the prevention of information leakage, and the emergency response to Incidents, these requirements are, in general, in line with those under the Cybersecurity Law without deviations.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Yes. For example, the Provisional Rules on Management of the Individual Credit Information Database is promulgated by the People’s Bank of China to ensure the secure and legitimate use of personal credit information. In addition, pursuant to the Provisions on Protecting the Personal Information of Telecommunications and Internet Users, telecommunication business operators or Internet information service providers shall record information such as the staff members who perform operations on the personal information of users, the time and place of such operations, and the matters involved, to prevent user information from being divulged, damaged, tampered with or lost.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Under the Cybersecurity Law, if a company, as a network operator, fails to fulfil the obligation of security protection to ensure that the
network is free from interference, disruption or unauthorised access, and to prevent network data from being disclosed, stolen or tampered with, fails to satisfy the mandatory requirements set forth in the applicable national standards, or fails to develop an emergency plan for cybersecurity Incidents, a fine ranging from 10,000 yuan to 100,000 yuan shall be imposed on the responsible person directly in charge. Moreover, as mentioned in question 1.1 above, pursuant to Article 286(1), if a network service provider fails to perform its duties of security protection on the information network as required by laws and administrative regulations, and refuses to correct their conduct after the regulatory authorities order them to rectify the non-performance, the network operator shall be fined, and the persons who are directly in charge and the other persons who are directly liable for the offences may be sentenced.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Under the Cybersecurity Law, all network operators are required to designate a person in charge of cybersecurity, such as a CISO, to establish an emergency plan for cybersecurity Incidents, and to take technical measures to monitor and record network operation and cybersecurity events. In addition, pursuant to Article 38 of the Cybersecurity Law, CII operators are required to conduct, by themselves or entrusting a service provider, an examination and assessment of their cybersecurity and the potential risks at least once a year, and submit the examination and assessment results, as well as improvement measures, to the competent authorities in charge of the security of the CII. That is to say, periodic cyber risk assessments and vulnerability assessments are mandatory for CII operators.

There is no clear requirement to include third-party vendors in the scope of the risk assessment. However, critical network equipment and special-purpose cybersecurity products provided by third-party vendors should satisfy the compulsory requirements set forth in the national standards and shall not be sold or supplied until such equipment or product successfully passes security certification or security tests by a qualified organisation.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Please refer to the answers to questions 2.5, 2.6 and 2.7 above. In addition, listed companies may have the duty to disclose cybersecurity risks or Incidents to the China Securities Regulatory Commission or disclose such information in their annual reports, depending on whether such information is deemed as significant and required to be disclosed.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

In general, network operators’ obligations in relation to cybersecurity under relevant laws and regulations include maintaining the security of the network operation, and protecting the security of network information. The Cybersecurity Law has established the relevant mechanism for the above purpose, such as regulations in relation to personal information protection, CII protection, cross-border data transmission, emergency response for Incidents, and security review of network products and services. Under each of these mechanisms, network operators are subject to specific obligations.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

From the perspective of individuals, if an Incident results in unauthorised access to or disclosure of personal information collected and kept by the network operator, the individuals affected could bring a lawsuit against such network operator for breach of security protection obligations or for disclosing personal information by negligence on the basis of tort pursuant to the General Provisions of the Civil Law of the People’s Republic of China and the Tort Law of the People’s Republic of China.

Further, as confirmed by the decision on the Sina/Maimai case by the Beijing Intellectual Property Court, user data/information is an important operating resource of and confers competitive advantages to network operators. If a network operator “steals” data from its competitor by accessing the data of such competitor without authorisation, the aggrieved party could sue the infringing party for unfair competition on the basis of the Anti-unfair Competition Law of the People’s Republic of China.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

Qunar, a major online ticket-booking platform in China, and China Eastern Airlines were sued by one of its users for tort before the First Intermediate People’s Court of Beijing in March 2017, as the user’s personal information, including name and telephone number, was disclosed by Qunar and China Eastern Airlines to a third party who sent phishing messages to such user, claiming that the flight booked was cancelled. The court ordered Qunar and China Eastern Airlines to apologise to the plaintiff.

As mentioned in question 5.1 above, in the Sina/Maimai case, Maimai illegally accessed and collected user information from Sina without authorisation, Sina brought a lawsuit against Maimai for unfair competition, and the court upheld the claims made by Sina and ordered Maimai to stop its illegal activities, apologise in public, and compensate Sina.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Please refer to the answer to question 5.1.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations may take out insurance against Incidents, provided that such insurance categories are within the permitted scope of
insurance regulations and have been approved by or filed with the China Insurance Regulatory Commission (CIRC). Currently, in China, there are already several insurance agents providing insurance related to Incidents such as data leakage, hacking, etc.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

So far, we are not aware of any regulation that sets out limitations specifically on insurance against Incidents. Normally, the coverage of loss will be decided through private negotiation between the insurer and the applicant, as long as such coverage does not violate mandatory regulations in China.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

Article 21 of the Cybersecurity Law has set out several general obligations for network operators in terms of the issue of employees, including formulating internal security management systems and operation instructions, and determining a person in charge of cybersecurity so that his responsibility will be clearly defined.

Apart from that, pursuant to Article 34 of the Cybersecurity Law, CII operators shall establish a dedicated security management body, designate a person in charge, and review the security backgrounds of the said person and those in key positions. Furthermore, CII operators are also obliged to provide the relevant employees with regular cybersecurity education, technical training and skill assessment.

It is understood that specific requirements on the monitoring of employees or reporting by employees may be stipulated in the internal rules or policies of network operators for the purpose of security protection.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

From the perspective of commercial practice, as companies impose confidentiality obligations on their employees (say, in the employment contract or separate confidentiality agreement or internal company rules and policies), an employee’s reporting of the vulnerability of his company’s network system to a third party would probably lead to a failure to fulfil such obligations.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

In accordance with the Cybersecurity Law and other relevant regulations, generally there are several enforcement agencies that are entitled to have investigatory power regarding an Incident, such as:

(1) CAC, which is responsible for the overall planning and coordination of cybersecurity work and the relevant supervision and administration; and

(2) the authority in charge of telecommunication, the public security authority and other relevant authorities of the State Council, which will take charge of protecting, supervising and administering cybersecurity pursuant to the present regulations in China.

The specific investigatory power of the above enforcement agencies can be found in a number of laws and regulations. For example, as stated in Article 54 of the Cybersecurity Law, the relevant departments of the government at provincial level and above are entitled to take the following measures in case of an increasing risk of an Incident:

(1) require authorities, organs and personnel concerned to promptly collect and report necessary information;

(2) organise authorities, organs and professionals concerned to analyse and evaluate cybersecurity risks; and

(3) give warnings to the public about the cybersecurity risks and release prevention and mitigation measures.

Pursuant to Article 19 of the Anti-Terrorism Law of the People's Republic of China (“Anti-Terrorism Law”), where a risk of terrorism may arise in an Incident, the CAC, competent telecommunications department, public security department, as well as the national security department shall engage the following actions in accordance with their respective duties:

(1) order the relevant entities to stop transmission and delete the information involving terrorism and extremism; and

(2) shut down the relevant sites, and cease the related services.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

First, the Cybersecurity Law has made it clear that network operators shall provide technical support for the public security department and the national security department specifically on two matters: 1) safeguarding national security; and 2) investigation of crimes. Second, the Anti-Terrorism Law explicitly states that telecommunications operators and Internet service providers shall facilitate the relevant departments in terrorism cases, such as providing technical interfaces and decryption services. Moreover, for entities and individuals which engage in international network connections, public security departments may also ask them to provide information, materials and digital files on security protection matters when investigating crimes committed through computer networks connected with international networks.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

**Hacking (i.e. unauthorised access)**

Hacking, in the narrow sense of gaining unauthorised access to another’s information or to programs intended to be used in an information system, is a criminal offence punishable by a fine or imprisonment of up to one year and six months according to the Danish Criminal Code (“DCC”). In the presence of aggravating circumstances, or if the offence is of a more systematic or organised character, the punishment is imprisonment of up to six years.

In one case, a person received a penalty equal to a fine of DKK 2,000 for gaining unauthorised access to another person’s social media account.

**Denial-of-service attacks**

Denial-of-service attacks are punishable by a fine or imprisonment of up to one year according to the DCC, which criminalises preventing another from using or having access to, including the use of, its information systems.

In the presence of aggravating circumstances or if the offence is of a more systematic or organised character, the punishment is imprisonment of up to two years.

**Phishing**

Phishing is, as identity theft, not criminalised as such, but usually forms part of another criminal offence such as data fraud.

In some circumstances, sending an email with false information may be punishable as falsification of documents according to the DCC. In that case, the punishment is a fine, imprisonment of up to two years or, in the presence of aggravating circumstances or in case of a high number of offences, imprisonment of up to six years according to the DCC.

**Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)**

Destructive attacks on IT systems are considered vandalism according to the DCC and are punishable by a fine or imprisonment of up to one year and six months. In case of repeat offenders or vandalism of a more systematic or organised character, the punishment is imprisonment of up to six years.

Destructive attacks on systems that are vital to society are punishable by a fine or imprisonment of up to six years according to the DCC.

**Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)**

The development or possession of malicious software is not criminalised in general. However, when accompanied with preparatory acts such as the establishment of communication channels where the source is not identifiable, the potential perpetrator may be punished for an attempt to spread the malware, which is punishable in the same manner as if the malware was spread successfully.

Manufacturing, acquisition, etc. of information that can be used to identify means of payment or generated payment card numbers is punishable by a fine or imprisonment of up to one year and six months according to the DCC. In the presence of aggravating circumstances, the punishment is imprisonment of up to six years.

According to the DCC, unauthorised acquisition or communication of access codes, or other means of access to information systems reserved for paying users, is a criminal offence and punishable by a fine or imprisonment of up to one year and six months. In the presence of aggravating circumstances, the punishment is imprisonment of up to six years.

Possession for commercial purposes, sale, etc., of tools intended to bypass DRM protection is a criminal offence and punishable by a fine according to the Danish Copyright Act.

Possession, manufacturing, etc., of and advertising for decoders or other decoding equipment for the purpose of giving unauthorised access to the contents of an encrypted radio or TV programme is punishable with a fine according to the Danish Radio and Television Act. Intentional offences in the presence of aggravating circumstances are punishable by imprisonment of up to one year and six months.

**Identity theft or identity fraud (e.g. in connection with access devices)**

Identity theft is not criminalised as such but usually leads to or forms part of another criminal offence such as falsification of documents, hacking, theft, fraud, or data fraud.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**

The Danish Act on Trade Secrets criminalises unlawful acquisition, use, and disclosure of trade secrets and, inter alia, eases the requirements for the use of provisional and precautionary measures. A trade secret is defined as information that is not generally known, has commercial value because it is a secret, and has been subject to reasonable measures to keep it secret.

Employees of telecommunications companies are subject to specific legislation regarding information about the usage of the company’s service under the Danish Telecommunications Act.
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Data fraud is punishable by imprisonment of up to one year and six months, or up to eight years if the offence is of a particularly aggravated nature according to the DCC. Data fraud includes, in particular, unauthorised wire transfers and the use of false or stolen credit card details.

Unauthorised reproduction or making available to the public of copyright protected works is punishable by a fine, or imprisonment of up to one year and six months if the offence is committed intentionally and in the presence of aggravating circumstances according to the Danish Copyright Act. Intellectual property infringements of a particularly aggravated nature are punishable by imprisonment of up to six years according to the DCC.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data
Interception of email and other electronic messages by cutting it off from the intended recipient or familiarising one with its contents is punishable by a fine, imprisonment of up to one year and six months, or imprisonment of up to six years in the presence of aggravating circumstances according to the DCC.

Opening an email that has been wrongly addressed to someone is not criminalised. However, forwarding such a message may, depending on its contents, be punishable as unauthorised communication of messages concerning another’s private matters according to the DCC.
Commercial sale or a greater dissemination of codes or other means of access to an information system not available to the public is punishable by a fine or imprisonment of up to one year and six months according to the DCC. In the presence of aggravating circumstances, the punishment is imprisonment of up to six years according to the DCC.

According to the DCC, unjustified use of information resulting from another person’s hacking, interception of messages, or sale or dissemination of codes or other means of access to an information system not available to the public is punishable in the same manner as the original offence.

Failure by an organisation to implement cybersecurity measures
Under the GDPR, a data controller or processor’s failure to implement appropriate security measures is subject to an administrative fine.
The failure of the board of directors of a limited liability company to ensure an adequate level of security for the company is punishable by a fine and may result in civil liability as further described under question 4.1.

1.2 Do any of the above-mentioned offences have extraterritorial application?
The DCC applies to criminal offences committed on foreign territory when the offence is committed by a Dane or a person living in Denmark and the act is also criminalised in the foreign country (double criminality).
In relation to offences that depend on or are influenced by an intended or occurred consequence of the offence, the offence is considered as having occurred where the perpetrator intended for the consequence to materialise. As such, the Danish criminal jurisdiction covers offences where the perpetrator was not on Danish territory when committing the criminal offence if his actions had or were intended to have a consequence on Danish territory, as is often the case concerning cybercrime.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?
The DCC states certain general circumstances that shall be considered when determining criminal sanctions, e.g., whether the perpetrator has denounced himself and pled guilty to the offence. Further, subject to a specific assessment of the circumstances, there is a general possibility of remission or discharge.
Under the GDPR, when deciding whether to impose an administrative fine and deciding on the amount of the fine, there are several mitigating factors to be considered, such as how the supervisory authority became aware of the infringement and the degree of cooperation with the supervisory authority in order to remedy the infringement.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.
The duty of confidentiality of persons operating within the public administration, according to the Danish Public Administration Act, as well as lawyers, doctors, and pastors, entails an obligation to implement adequate security measures to protect confidential information.
Destructive attacks of considerable proportions on IT systems and destructive attacks on systems that are vital to society are punishable as terrorism according to the DCC, when the act can cause serious damage to a country or an international organisation and the offence is committed in a manner that may threaten human life or cause considerable economic losses. Further, the perpetrator must have committed the offence with the intention of seriously intimidating a population, forcing the hand of public authorities or an international organisation, or destabilising or destroying the fundamental structures of a country or an international organisation. The punishment is imprisonment up to a life sentence.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

Danish law does not provide a consolidated approach to cybersecurity. The following acts and orders relate directly or indirectly to cybersecurity.

Company law
- The Danish Companies Act.

Criminal law
- The Danish Criminal Code.

Critical infrastructure
- The Danish Act on Network and Information Security of Domain Name Systems and Certain Digital Digital Services.
The Danish Act on Requirements of Security of Network and Information Systems within the Health Sector.

The Danish Act on Security of Network and Information Systems for Operators of Essential Internet Exchange Points etc.

The Danish Act on Security of Network and Information Systems in the Transport Sector.

Data protection

The General Data Protection Regulation (the GDPR).

The Danish Data Protection Act.

Health sector

The Danish Order on Health Preparedness Planning.

The Danish Order on Health Records.

Intellectual property

The Danish Copyright Act.

Financial services sector

The Danish Financial Business Act.

The Danish Act on Payment Services.

The Danish Order on Management and Control of Banks etc.

The Danish Order on Outsourcing.

Telecommunications sector

The Danish Radio and Television Act.

The Danish Telecommunications Act.

Other sector-specific requirements to emergency preparedness and response

The Danish Order on Preparedness for the Natural Gas Sector.

The Danish Order on Preparedness for the Electricity Sector.

The Danish Order on Preparedness Relating to Offshore Oil and Gas Operations.

The Danish Order on Preparedness Relating to Marine Pollution from Oil and Gas Installations etc.

The Danish Order on Railway Undertakings and Railway Infrastructure Managers.

The Danish Order on Risk-Based Municipal Emergency Services.

Other

The Constitutional Act of the Kingdom of Denmark.

The Danish Act on Television Surveillance.

The Danish Act on the Centre for Cyber Security.

The Danish Act on Trade Secrets.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The Network and Information Systems Directive is implemented into Danish law with several sector-specific acts (listed under question 2.1 under critical infrastructure). The implementing legislation does not exceed the requirements of the directive.

Operators of essential services are, according to the relevant sector-specific legislation, required to implement an appropriate security level to control the risk to security in the network and information systems used for their activities. An operator of an essential service is generally defined as i) a unit that delivers a service that is essential for the maintenance of critical societal functions, ii) where the delivery of the service depends on networks and information systems, and iii) an Incident would have a highly disruptive effect on the delivery of the service.

Providers of digital services are subject to certain requirements according to the Danish Act on Network and Information Security of Domain Name Systems and Certain Digital Services. Digital services are generally online marketplaces, online search engines, and cloud computing-services that are not considered essential services. Providers of digital services are also required to implement an appropriate security level.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Certain companies are required to maintain adequate levels of cybersecurity, mainly by means of policies, as further described under questions 4.1–4.4. Insofar as information that qualifies as personal data according to the GDPR is involved, data controllers and processors are required to implement an adequate level of security in relation to the risks that are presented by the processing. Further, where a type of processing is likely to result in a high risk to individuals, the data controller shall carry out an assessment of the impact of the envisaged processing operations.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Currently, no issues regarding conflict of laws have been identified, although different Acts may regulate similar areas.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

According to the GDPR, the data controller shall notify the supervisory authority of a personal data breach without undue delay after becoming aware of it. A data processor shall notify the data controller of a breach without undue delay.

Operators of essential services are required to report Incidents with an impact on the continuity of the services they deliver. The recipient of the report depends on the sector of the operator. For instance, according to the Danish Act on Net and Information Security for Domain Name Systems and Certain Digital Services, Incidents must be reported to the Danish Business Authority and the Danish Centre for Cyber Security. Such a report must namely contain information as to the number of affected users, the duration of the Incident,
and the geographical spread in relation to the area affected by the Incident. The relevant regulator can publish information about specific Incidents when necessary to prevent or manage an Incident in progress.

Similarly, providers of digital services are required to report Incidents with a substantial impact on the services they deliver to the Danish Business Authority and the Danish Centre for Cyber Security.

Providers of financial services are required to report certain Incidents to the relevant authorities, primarily the Financial Supervisory Authority, the Danish Business Authority and the Danish Centre for Cyber Security.

The Danish Business Authority has oversight of the main sections of the Danish Telecommunication Act but, depending on the type of Incident, other authorities may be involved, especially the Danish Centre for Cyber Security.

The Danish Act on Payment Services puts obligations on providers of payment services to report Incidents to the authorities to the users of the payment services if there is a risk that their transactions may be affected.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Authorities and companies can voluntarily share information related to Incidents with the Danish Centre for Cyber Security. Such voluntary notifications are exempt from the rules regarding public access to documents and allow the Danish Centre for Cyber Security to assist authorities and companies in case of an Incident.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

According to the GDPR, data controllers are required to notify data subjects without undue delay of personal data breaches that are likely to result in a high degree of risk to the rights and freedoms of the data subjects.

The Danish Act on Payment Services puts obligations on providers of payment services to report Incidents to the users of the payment services if there is a risk that their transactions may be affected.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No, but insofar as the Incident relates to information that qualifies as personal data under the GDPR, the requirements of the GDPR must be respected when processing the data.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The Danish Data Protection Agency is responsible for enforcing the requirements under the GDPR.

The regulator responsible for enforcing the requirements for operators of essential and digital services depends on the sector of the operator in question.

The Danish Business Authority has oversight of the main sections of the Danish Telecommunication Act.

The regulators responsible for enforcing the requirements under the Danish Act on Payment Services and for providers of financial services depends on the nature of the breach, but are primarily the Financial Supervisory Authority, the Danish Business Authority and the Danish Centre for Cyber Security.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Failure to comply with the requirements under the GDPR is subject to an administrative fine.

The failure of an essential service to comply with the requirements for such a service is punishable by a fine.

The failure to comply with the requirements under the Danish Telecommunications Act is punishable by a fine.

The failure to comply with the requirements under the Danish Act on Payment Services is punishable by a fine.

The failure to comply with requirements related to providers of financial services is subject to a fine and may be subject to imprisonment.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

There have been no notable examples of enforcement in relation to non-compliance with regulatory cybersecurity requirements thus far.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Yes, the market practice varies across business sectors due to extensive sector-specific regulation. However, there are no common deviations from any strict legal requirements.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Yes, companies within the financial services sector are, inter alia, required to adopt a cybersecurity policy, prepare a contingency plan, and comply with an extensive set of requirements when outsourcing key activity areas.
Regarding the telecommunications sector, providers of public electronic communications networks or services are primarily subject to legal requirements under the Danish Telecommunications Act. Such providers are, inter alia, obliged to register themselves with the police and comply with certain rules regarding equipment, information security and emergency situations.

Further, as described under question 2.5, providers of essential services and digital services are required to report Incidents as per the above.

## 4 Corporate Governance

### 4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

According to the Danish Companies Act, in limited liability companies that have a board of directors, the board must ensure that adequate risk management and internal control procedures are established. This entails an obligation to maintain an overview of cybersecurity risks and to ensure an adequate level of cybersecurity. If such measures are found to be inadequate, an Incident may amount to a breach of the directors’ duties.

### 4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Certain companies, especially in the financial sector and ones responsible for critical infrastructure (NIS Directive), are required to maintain security policies especially related to IT security. Further, the GDPR requires technical and organisational measures to be in place.

### 4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

As per the above, certain companies are required to maintain security policies. Under certain circumstances, such policies, etc., must be disclosed to the relevant authorities.

Further, the obligations of the board of directors may include an obligation to take cybersecurity risks into account in the company’s annual report.

Additionally, listed companies may be required to disclose information (regardless of whether it derives from a cybersecurity breach or not) that may affect the price of the company shares.

### 4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

No, besides sector-specific requirements, companies are not subject to any other specific requirements in relation to cybersecurity.

## 5 Litigation

### 5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

A person or an organisation that has suffered damages as a result of another organisation’s action or omission, namely by failing to comply with regulatory requirements, can claim compensation for the damages suffered. The injured party will normally have to prove that he has suffered damages, that there is a basis of liability, and that there is a causal link between the damages suffered and the action or omission giving rise to his claim.

### 5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

There have been no notable civil cases in relation to Incidents.

### 5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Yes, there is a potential liability in tort in relation to an Incident, but this would normally be subsidiary to other damages in Danish law.

## 6 Insurance

### 6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, cyber risk insurances are permitted and gaining in popularity.

### 6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

No. However, it is unclear whether it is possible to insure yourself against regulatory fines or not.

## 7 Employees

### 7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

The rights of employers to monitor their employees are generally regulated by labour law regulations. Such monitoring must be reasonably justified on the grounds of the operations of the employer.

There are no general requirements regarding the reporting of cyber risks, etc., by employees to their employer. Due to the duty of loyalty arising from the employment contract, however, an employee may have to report Incidents to the employer.
7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are no applicable laws that generally prohibit or limit the reporting of cyber risks, etc., by an employee.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

The law enforcement authorities have various common powers of investigation, depending on the nature of the given case as well as which authority is investigating it.

The Danish Data Protection Agency is authorised to carry out planned and ad hoc investigations of authorities, companies and other data controllers and data processors. In connection with such investigations, the Danish Data Protection Agency can, inter alia, order any information it requires for the performance of its tasks to be provided, and obtain access to any premises of the data controller or processor.

The Centre for Cyber Security can, inter alia, in a number of circumstances, process package and traffic data from networks of affiliated authorities and organisations without a court order.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Providers of certain electronic communications services are obligated to make it possible for law enforcement authorities to gain insight into or listen in on communications.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)

Yes. Under the Computer Misuse Act 1990, it is an offence to cause a computer to perform any function with the intent to secure unauthorised access to any program or data held in a computer (or enable such access to be secured). On indictment, the maximum penalty is two years’ imprisonment or an unlimited fine, or both. In 2012, two separate cases were prosecuted involving unauthorised access to Facebook accounts and Facebook’s computers (respectively). In the first instance, the individual was sentenced to four and eight months concurrent in a young offender institution. In the latter, the individual was sentenced to four months’ imprisonment.

Denial-of-service attacks

Yes. Under the Computer Misuse Act 1990, it is an offence to do any unauthorised act in relation to a computer that a person knows to be unauthorised, with the intent of impairing the operation of any computer, preventing or hindering access to any program or the data held in any computer, impairing the operation of any program or the reliability of any data, or enabling any of the above. On indictment, the maximum penalty is 10 years’ imprisonment or an unlimited fine, or both. In 2013, an individual was sentenced to two years’ imprisonment in relation to denial-of-service attacks against various websites and targeting two private individuals.

Phishing

Yes. See the answer in respect of hacking.

Under the Fraud Act 2006, phishing could also constitute fraud by false representation if (for example) an email was sent falsely representing that it was sent by a legitimate firm. On indictment, the maximum penalty is 10 years’ imprisonment. In 2014, an individual was convicted of offences under the Fraud Act 2006 and Computer Misuse Act 1990 (in relation to stolen bank and credit card details) and was sentenced to a total of three years’ imprisonment.

Identity theft or identity fraud (e.g. in connection with access devices)

Yes. Under the Fraud Act 2006, it is an offence to dishonestly make a false representation, knowing that the representation was or may be untrue or misleading, with the intent of making a gain for yourself or another or causing a loss or risk of loss to another (i.e. fraud by false representation). On indictment, the maximum penalty is 10 years’ imprisonment. In 2014, an individual was convicted of offences under the Fraud Act 2006 and Computer Misuse Act 1990 (in relation to stolen bank and credit card details) and was sentenced to a total of three years’ imprisonment.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Yes. This may constitute an offence under the Computer Misuse Act 1990 (such as hacking) as well as a financial crime, such as theft (under the Theft Act 1990). A breach of confidence or misuse of private information is actionable as a common law tort, but not as a criminal offence in itself.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Please see above.

Failure by an organisation to implement cybersecurity measures

Under the Data Protection Act 2018 (and the GDPR), organisations are required to implement technical and organisational measures to safeguard personal data, which may involve implementing cybersecurity measures. A failure to implement these measures is not, in itself, a criminal offence. However, the Information Commissioner’s Office (ICO) may investigate such a failure (if, for example, an Incident occurred and this triggered an investigation) and issue an enforcement notice requiring the organisation to comply with its obligation to implement appropriate security measures. Failure to comply with such an enforcement notice is a criminal offence. The UK has adopted a similar approach in respect of enforcement of obligations to implement security measures under the NIS Regulations.

1.2 Do any of the above-mentioned offences have extraterritorial application?

Yes. For certain offences under the Computer Misuse Act 1990 (such as hacking, phishing or denial-of-service attacks), the offence under section 1 (see the answer in respect of hacking) or section 3 (see the answer in respect of denial-of-service attacks) of the Act. On indictment, the maximum penalty is two years’ imprisonment or an unlimited fine, or both.
Public electronic communications service providers are also subject to cybersecurity obligations under the Privacy and Electronic Communications (EC Directive) Regulations 2003 (PECR) in respect of personal data.

The UK legal framework for cybersecurity is dispersed, with a number of different laws that may apply depending on the context of the Incident and the nature of the organisation involved.

- To the extent that Incidents involve personal data, the Data Protection Act 2018 will apply, alongside the EU General Data Protection Regulation (GDPR). The Data Protection Act 2018 specifies provisions applicable to the UK, as permitted by the GDPR, as well as setting out data protection requirements for national security and other areas of law outside EU law, such as immigration.
- In respect of telecommunications, public electronic communications network providers and public electronic communications service providers are subject to cybersecurity obligations under the Communications Act 2003.
- Public electronic communications service providers are also subject to cybersecurity obligations under the Privacy and Electronic Communications (EC Directive) Regulations 2003 (PECR) in respect of personal data.

Cybersecurity requirements in the telecommunications sector are set out in the Communications Act 2003 (for example, in respect of maintaining the security and integrity of public electronic communications networks and public electronic communications services). These requirements apply to providers of public electronic communications networks and public electronic communications services, and include taking measures to prevent or minimise the impact of Incidents on end users and on interconnection of networks.

Financial services infrastructure providers may be regulated by the FCA and subject to the requirements in the Senior Management Arrangements Systems and Controls part of the FCA Handbook (see the answer to question 3.2). These organisations will be operators of essential services for the purposes of the Directive.

The NIS Regulations were published in the UK on 19 April 2018 and came into force on 10 May 2018. The NIS Regulations provide than an “operator of essential services” must comply with certain security duties, including a duty to notify Incidents to the relevant competent authority. The NIS Regulations identify sector-based competent authorities (for sectors covering energy, transport, health, drinking water supply and distribution and digital infrastructure) with the National Cyber Security Centre (NCSC) as the UK’s single point of contact for Incident reporting. The NCSC will also undertake the role of the Computer Security Incident Response Team. However, the NCSC will not have a regulatory function and, in its role as the Computer Security Incident Response Team, will only respond to Incidents that arise as a result of a cyber-attack and that have been notified to it by the competent authorities. The NIS Regulations introduce a range of penalties that can be imposed by the relevant competent authority or the ICO (in the case of digital service
providers). These range from £1 million for any contravention of the NIS Regulations that the relevant authority determines could not cause an Incident, up to £17 million for a material contravention of the NIS Regulations that the relevant authority determines has caused, or could cause, an Incident resulting in immediate threat to life or significant adverse impact on the United Kingdom economy. This maximum fine is broadly aligned to the maximum level of fine under the GDPR.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Under the Data Protection Act 2018 (and the GDPR), if the organisation is a data controller in respect of personal data (i.e. it determines how and why personal data is processed), it will be required to implement appropriate technical organisational measures to ensure a level of security of that personal data appropriate to the risk, including the risk of accidental or unlawful disclosure of or access to that data.

The NIS Regulations also require operators of essential services and digital service providers to take appropriate and proportionate technical and organisational risk management measures, including to prevent and minimise the impact of Incidents.

Under PECR, a public electronic communications service provider must take appropriate technical and organisational measures to safeguard the security of their service and maintain a record of all Incidents involving a personal data breach in an inventory or log. This must contain the facts surrounding the breach, the effects of the breach and the remedial action taken by the service provider.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Yes. Obligations to implement effective security measures, systems and controls may conflict with Applicable Laws relating to unlawful interception of communications. Under RIPA, it is an offence to intentionally and without lawful authority intercept a communication in the course of its transmission. Interception will be lawful if: (a) both sender and recipient have consented; (b) the interception is carried out by a communications service provider for purposes connected with the operation of that service or to prevent fraudulent or improper use of that service; (c) the government has issued a warrant; or (d) the interception is authorised by other regulations.

In respect of the latter, an organisation may lawfully monitor communications of employees in certain circumstances under the Telecommunications (Lawful Business Practice) (Interception of Communications) Regulations 2000 (see the answer to question 7.1).

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Under the Data Protection Act 2018 and the GDPR, a data controller will be required to notify an Incident involving personal data to the ICO without undue delay and, where feasible, within 72 hours after becoming aware of it unless it is unlikely to result in risks to individuals. This notification must include: (a) a description of the nature of the Incident (including, where possible, the categories and approximate number of affected individuals and the categories and approximate number of personal data records concerned); (b) the name and contact details of a contact point where the affected individual can obtain further information (which will be the organisation’s data protection officer if there is one); (c) the likely consequences of the Incident; and (d) the measures taken, or proposed to be taken, by the organisation to address the Incident and mitigate possible adverse effects. In certain circumstances, the Incident will also need to be notified to affected data subjects (see the answer to question 2.7).

Under the Data Protection Act 2018, the ICO is not permitted to publicise any information that has been disclosed to it (for example, through notification of an Incident) if that information relates to an identified or identifiable individual or business and is not already in the public domain. However, this restriction on publication will not apply in certain cases, such as if the ICO determines that publication is in the public interest. The ICO’s practice is not to publicise data breach notification information unless it has taken public enforcement action in relation to the breach, or publication is necessary in the public interest (e.g. to allay public concern).

The NIS Regulations also require operators of essential services and digital service providers to report Incidents to the relevant competent authority without undue delay. The relevant authority may inform the public where public awareness is needed either to prevent or resolve the Incident, or where this would otherwise be in the public interest, but the organisation will be consulted before disclosure to the public is made to preserve confidentiality and commercial interests.

Under the Communications Act 2003, a public electronic communications network provider must notify Ofcom of a breach of security that has a significant impact on the network’s operation. Further, a public electronic communications service provider must notify Ofcom of a breach of security that has a significant impact on the operation of the service.

Similarly, under PECR, a public electronic communications service provider must notify the ICO of a data breach within 24 hours of becoming aware of the “essential facts” of the breach. The notification must include: (a) the service provider’s name and contact details; (b) the date and time of the breach (or an estimate); (c) the date and time the breach was detected; (d) basic information about the time of the breach; and (e) basic information about the personal data concerned.
2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Organisations are permitted to voluntarily share information with other regulatory or other authorities outside the UK, or with other private sector organisations or trade associations. However, if the Incident involves personal data, any such disclosures must be made in accordance with the requirements of data protection laws. For example, disclosures to regulatory or other authorities outside the UK must comply with restrictions on cross-border transfers of personal data.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Under the Data Protection Act 2018 and the GDPR, a data controller will be required to notify affected individuals of an Incident without undue delay if the Incident involves personal data and is likely to result in a high risk to the rights and freedoms of those individuals. This notification must include: (a) a description of the nature of the Incident; (b) the name and contact details of a contact point where the affected individual can obtain further information (which will be the organisation’s data protection officer if there is one); (c) the likely consequences of the Incident; and (d) the measures taken, or proposed to be taken, by the organisation to address the Incident and mitigate possible adverse effects.

Under PECR, a public electronic communications service provider must notify affected subscribers or users of an Incident without unnecessary delay if that Incident is likely to adversely affect their personal data or privacy. The service provider should provide a summary of the Incident, including the estimated date of the breach, the nature and content of personal data affected, the likely effect on the individual, any measures the service provider has taken to address the Incident and information as to how the individual can mitigate any possible adverse impact. No notification is required if the service provider can demonstrate to the ICO’s satisfaction that the data that has been breached was encrypted or was rendered unintelligible by similar security measures.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

Reporting obligations under data protection laws will only apply to the extent that the Incident involved personal data. IP addresses and email addresses may constitute or comprise personal data. Reporting obligations under the Communications Act 2003, PECR or FCA rules may apply regardless of the information that was subject to the Incident.

Listed companies may also be required to notify an Incident to the FCA if it would constitute price-sensitive information (see the answer to question 4.3).

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

Under data protection laws (the Data Protection Act 2018, the GDPR and PECR), the relevant regulator is the ICO (https://ico.org.uk/).

Under the Communications Act 2003, the relevant regulator is Ofcom (https://www.ofcom.org.uk/).


2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Under the Data Protection Act 2018 and the GDPR, failure to report an Incident involving a personal data breach, or to implement appropriate security measures, can incur a fine of up to the higher of 2% of annual worldwide turnover or EUR 10 million.

Under PECR, failure by a public electronic communications service provider to notify an Incident involving a personal data breach to the ICO can incur a £1,000 fixed fine. A failure by a public electronic communications service provider to take appropriate technical and organisational measures to safeguard the security of their service can incur a fine of up to £500,000 from the ICO.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

In October 2016, the ICO issued a £100,000 fine to Gloucester City Banking Authority guidelines on major Incident reporting under the revised Payment Services Directive, payment service providers are required to report major operational or security Incidents to the competent authority within four hours from the moment the Incident was first detected, with intermediate updates and a final report delivered within two weeks after business is deemed back to normal.

In June 2017, the ICO issued a £100,000 fine to Gloucester City Council after it suffered a cyber-attack that allowed the attacker to gain access to financial and sensitive personal information relating to between 30 and 40 former or current staff. In this case, the “heartbleed” vulnerability was widely publicised in the media and the Council failed to apply an available patch for the affected software.
In July 2018, the ICO announced an intention to issue a fine of £500,000 to Facebook in relation to the ICO’s investigation into data analytics and political campaigns. The fine relates to two breaches of the Data Protection Act 1998, one in relation to a failure to safeguard people’s information, and a second in relation to transparency failings. This is the maximum fine permitted under the Data Protection Act 1998, which was the applicable regime in this instance.

### 3 Specific Sectors

#### 3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Certain sectors, such as financial services and telecommunications, are more incentivised to avoid the cost and reputational impact of Incidents. In some organisations, cybersecurity practice is driven not only by compliance with Applicable Laws but also the desire to promote good “cyber hygiene” culture. For example, although there is no legal requirement to train employees in cyber risks, many organisations do and may carry out simulations (such as phishing simulations and “war games”) as a matter of good practice.

Public sector organisations (such as the National Health Service) and government authorities are subject to additional reporting guidelines issued by the central government, in addition to disclosure obligations under Applicable Laws.

#### 3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Financial services organisations that are regulated by the FCA are subject to the FCA Handbook, which includes Principles for Business and the Senior Management Arrangements Systems and Controls (SYSC). Under SYSC 3.2.6R, regulated financial services organisations are required to take reasonable care to establish and maintain effective systems and controls for compliance with regulatory requirements and standards and for countering risk that the organisation may be used to further financial crime. Further, under SYSC 3.1.1R, the organisation is required to maintain adequate policies and procedures to ensure compliance with those obligations and countering those risks. These requirements extend to cybersecurity issues. For example, the FCA has previously fined Norwich Union Life (£1.26 million) and three HSBC firms (£3 million) for failure to have adequate systems and controls in place to protect customer confidential information and manage financial crime risk.

In respect of telecommunications, public electronic communications network providers and public electronic communications service providers must take appropriate technical and organisation measures to manage risks to the security of the networks and services, including to minimise the impact of Incidents. Public electronic communications network providers must also take all appropriate steps to protect, so far as possible, the availability of that provider’s network.

### 4 Corporate Governance

#### 4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Directors are required, under the Companies Act 2006, to promote the success of the company for the benefit of its members as a whole and exercise reasonable skill, care and diligence in performing their role. It is up to the board of directors of each company to ensure that the board has the relevant competence and integrity to exercise these duties in view of the risk to the company as a whole, including the risk of Incidents. A failure to prevent, mitigate, manage or respond to an Incident may be a breach of directors’ duties if, for example, the failure resulted from a lack of skill, care and diligence on the part of the relevant director.

#### 4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

No, there are no specific requirements in this respect. However, listed companies are required, under the UK Corporate Governance Code, to set up certain committees with responsibility for specific areas, such as audits. Financial services companies may also be required to have a risk committee. These committees may, as part of their functions, conduct risk assessments that cover cyber risk. The current UK Corporate Governance Code emphasises the board’s responsibility to determine and assess the principal risks facing the company. The new UK Corporate Governance Code, which will apply to accounting periods beginning on or after 1 January 2019, extends this responsibility to a robust assessment of the company’s emerging risks, which would cover cyber risk.

#### 4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Under the Disclosure and Transparency Rules (DTR) set out in the FCA Handbook, listed companies are required to disclose an Incident if the Incident amounts to inside information that may affect the company’s share price. For example, theft of business-critical intellectual property is likely to be price-sensitive information.

#### 4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

No, there are no other specific requirements.
5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

There are a number of potential civil actions that may be brought in relation to any Incident, for example:

**Breach of confidence.** First, the information itself must have the necessary quality of confidence about it. Secondly, that information must have been imparted in circumstances importing an obligation of confidence. Thirdly, there must be an unauthorised use of that information to the detriment of the party communicating it.

**Breach of contract.** This could take any form from a breach of a commercial contract to an employee’s terms and conditions of employment.

One example may be in relation to an International Organisation for Standardization (ISO) compliance standard in relation to information security and risk management. Although a failure to meet such a standard is not enforced by the ISO, if a party has contractually agreed or warranted that it complies with an ISO standard, a failure to do so will be a breach of contract.

**Breach of trust.** A person who owes a fiduciary duty to another may not place him or herself in a situation where s/he has a personal interest that may conflict with the interest of the person to whom the fiduciary duty is owed. If an Incident is caused by an employee or a director, a breach of trust/fiduciary duty may be claimed.

**Causing loss by unlawful means.** A defendant will be liable for causing loss by unlawful means where s/he intentionally causes loss to the claimant by unlawfully interfering in the freedom of a third party to deal with the claimant.

**Compensation for breach of the Data Protection Act 2018 (and GDPR).** Individuals who suffer “material or non-material damage” by reason of any contravention, by a data controller, of any requirements of the Data Protection Act 2018 (including the GDPR) are entitled to compensation for that damage. “Non-material damage” includes distress under the Data Protection Act 2018. This does not require the claimant to prove pecuniary loss.

**Conspiracy.** The economic tort of conspiracy requires there to be two or more perpetrators who are legal persons who conspire to do an unlawful act, or to a lawful act but by unlawful means.

**Conversion** is a tort that may cover unauthorised interference with personal information and other property.

**Deceit.** There are four elements: (i) the defendant makes a false representation to the claimant; (ii) the defendant knows that the representation is false; alternatively s/he is reckless as to whether it is true of false; (iii) the defendant intends that the claimant should act in reliance on it; and (iv) the claimant does act in reliance of the representation and in consequence suffers loss.

**Directors’ duties.** See the answer to question 4.1.

**Dishonest assistance** may be claimed where there is a fiduciary relationship and dishonest assistance has been given by a third party to the breach of trust.

**Infringement of copyright and/or database rights.** Copyright is infringed when a person, without authority, carries out an infringing act under the Copyright, Designs and Patents Act, such as copying the work or communicating the work to the public. Database rights are infringed if a person extracts or re-utilises all or a substantial part of a database without the owner’s permission.

**Misuse of private information.** Similar to a breach of confidence, but removing the need for the claimant to establish a relationship of confidence. The cause of action may be better described as a right to informational privacy and to control dissemination of information about one’s private life.

**Negligence** may be claimed where the defendant owed a duty of care to the claimant, breached that duty of care and that breach caused the claimant to suffer a recoverable loss.

**Trespass** is the intentional or negligent interference with personal goods. A deliberate attempt through the internet to unlawfully manipulate data on a computer may amount to trespass to that computer.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

The following are illustrations of cases that have been brought that can be said to relate to Incidents.

**Breach of confidence and various economic torts**

*Ashton Investments Ltd v OJSC Russian Aluminium (Rusal)* [2006] EWHC 2545 (Comm): there was a good arguable case justifying service out of the jurisdiction, in respect of claims for breach of confidence, unlawful interference with business, and conspiracy where a computer server in London had allegedly been improperly accessed from Russia and confidential information and privileged information viewed and downloaded.

**Contract**

*Bristol Groundschool Ltd v Intelligent Data Capture Ltd* [2014] EWHC 2145 (Ch): a contract relating to the development of computer-based pilot training materials was a “relational” contract containing an implied duty of good faith. One party had behaved in a commercially unacceptable manner in accessing the other party’s computer and downloading information, but its conduct was not repudiatory.

**Frontier Systems Ltd (t/a Voiceflex) v Frip Finishing Ltd** [2014] EWHC 1907 (TCC): an internet telephony provider’s customer whose computer network had been hacked was not liable to pay the bill incurred by unauthorised third parties.

**Trespass**

*Anqiva Ltd & Ors v Everything Everywhere Ltd & Ors* [2011] EWHC 1411 (TCC): *obiter* reference to Clerk & Lindsell on Torts (20th Edition) at paragraphs 19-02 and 17-131. At paragraph 19-02, the authors state the proposition that “one who has the right of entry upon another’s land and acts in excess of his right or after his right has expired, is a trespasser”. At paragraph 17-131, the authors refer to "Cyber-trespass" and say that "[w]hile the definition of corporeal personal property may normally be straightforward, questions may nevertheless arise in a number of borderline cases, in particular in respect of electronic technology. For example, it is hard to see why a deliberate attempt through the internet unlawfully to manipulate data on a computer should not amount to trespass to that computer”.

**Compensation for breach of the Data Protection Act 1998**

*Various Claimants v Wm Morrisons Supermarket PLC* [2017] EWHC 3113 (QB) 2017: in the first group litigation data breach case to come before the courts, Morrisons Supermarket was found to be vicariously liable for a deliberate data breach carried out by a rogue employee, out of working hours and at home on a personal computer. The ICO had, separately, concluded an investigation into the data breach and found that Morrisons had discharged its own obligations as required under the Data Protection Act 1998 and common law. The court concluded that Morrisons had no primary liability in respect of the breach, but there was nonetheless a sufficient connection (as the
rogue employee accessed the data in question in the course of his employment) for Morrisons to have vicarious liability.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Please see the list in the response to question 5.1.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out insurance against Incidents.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

No, there are no regulatory limitations.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

Monitoring of employees; for example, monitoring use of email and internet access, involves processing of personal data and so the Data Protection Act 2018 (and the GDPR) will apply. The ICO’s Employment Practices Code contains guidance on monitoring employees at work. The Code states that employees still have an expectation of privacy, and so monitoring should be justified, proportionate, secured and that organisations should undertake an impact assessment and ensure that the employees are notified that monitoring will take place. This notification should include details of the circumstances in which monitoring will take place, the nature of the monitoring, how the information will be used and what safeguards are in place for the employees. A failure to comply with the Code will not automatically result in a breach of the Data Protection Act 2018. However, an organisation should be able to justify any departure from the Code, and the ICO can take this into account in consideration of any enforcement action.

Under the Telecommunications (Lawful Business Practice) (Interception of Communications) Regulations 2000, an organisation may lawfully monitor and record communications without consent to: (a) ascertain compliance with regulatory practices or procedures relevant to the business; (b) ascertain or demonstrate standards which ought to be achieved by employees using the telecommunications system; (c) prevent or detect crime; (d) investigate or detect unauthorised use of the telecommunications system (such as detecting a potential Incident); and (e) ensure the effective operation of the telecommunications system.

The Investigatory Powers Act 2016 amends some of the legislation relating to a business’s ability to record telephone calls with its employees, but the operative provisions are not yet in force.

The Human Rights Act 1998, and in particular the right to respect for private and family life, home and correspondence, must also be considered and balanced against obligations on the organisation to implement appropriate security measures in respect of potential Incidents.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are no Applicable Laws that may prevent or limit the reporting of Incidents by an employee. However, the employee would need to satisfy the whistleblowing provisions in the Employment Rights Act 1996, one of which is that the subject matter of the disclosure falls into one or more of six categories. The categories include criminal offences and breach of a legal obligation, which may be appropriate for Incidents, although may not be wide enough to cover security flaws or mere risks.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Law enforcement authorities have various surveillance powers under UK law. For example, the Police Act 1997 authorises covert entry into and interference with communications systems by the police, and similar powers are available to the security services under the Security Service Act 1989 and the Intelligence Services Act 1994. Other powers of surveillance and interception of communications data are subject to RIPA. Under RIPA, the Secretary of State can issue an interception warrant if this is necessary for the prevention or detection of serious crime (among others), provided this is proportionate and the information could not reasonably be obtained by other means. Under the Investigatory Powers Act 2016, new warrants are available for targeted equipment interference and targeted examination, as well as bulk warrants to enable law enforcement to obtain the communications data of multiple individuals using one warrant.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Under RIPA, telecommunications service providers are required to give effect to an interception warrant to assist law enforcement. The Secretary of State may issue a notice to a specified service provider detailing the measures that the service provider must implement to establish an interception capability.

Under the Investigatory Powers Act 2016 includes provision for the Secretary of State to require some telecommunications operators to install permanent interception capabilities through “technical capability notices”. These notices will require approval by a Judicial Commissioner, but may include equipment interference, interception capability (such as removal of electronic protection applied to data) and disclosure of data. These provisions of the Investigatory Powers Act 2016 are not yet in force, but there is some uncertainty over whether these notices could prevent a telecommunications operator from providing end-to-end encryption capabilities to end users.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)
Hacking is a criminal offence pursuant to article 323-1 of the French Criminal Code (FCC) relating to unauthorised access to an automated data processing system. The punishment for fraudulent access into an automated data processing system is imprisonment and a fine of up to €60,000. When data is modified or suppressed as a result of the unauthorised access, the sanction is three years of imprisonment and a fine of up to €100,000. When the offence is committed in a public or governmental system, the sanction is raised to five years of imprisonment and a fine of up to €150,000.

Denial-of-service attacks
Article 323-2 of the FCC sanctions the impeding or slowing down of an information system. Any kind of obstruction falling within the perimeter of article 323-2 is punishable by five years of imprisonment and a fine of up to €150,000. When the offence involves a public or governmental system, the sanctions are raised to seven years of imprisonment and a fine of up to €300,000.

Phishing
Phishing is sanctioned by the following articles of the FCC and of the Intellectual Property Code:
(i) the collection of data by fraudulent, unfair or unlawful methods is sanctioned by article 226-4-1 of the FCC by five years of imprisonment and a fine of up to €300,000; (ii) the theft and use of a third-party identity is sanctioned by article 226-4-1 of the FCC by one year of imprisonment and a fine of up to €15,000 – the applied sanction is cumulative with the sanctions applied pursuant to (i) above; (iii) the fraud or swindle is sanctioned by article 313-1 of the FCC by five years of imprisonment and a fine up to €375,000; (iv) unauthorised introduction of data in a system, the extraction, reproduction, transmission and use of data stored in this system is sanctioned by article 323-3 of the FCC by five years of imprisonment and a fine of up to €150,000; and (v) phishing can result in an infringement of intellectual property rights, in particular on the basis of articles L.335-2, L.713-2 and L.713-3 of the French Intellectual Property Code. The owner of the reproduced or imitated website or trademark can sue the phisher for the use of his trademark on the basis of infringement. This offence is sanctioned by three years of imprisonment and a fine of up to €300,000.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
This offence can be sentenced pursuant to article 323-1 of the FCC (see Hacking) but also pursuant to article 323-2 of the FCC (see Denial-of-service attacks) and pursuant to article 323-3 of the FCC (see Phishing).

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)
Pursuant to article 323-3-1 of the FCC, the act consisting of, without a legitimate motive (in particular for research or computer security), importing, holding, offering, transferring or making available equipment, instruments, computer programs or any data designed or specially adapted to commit one or more offences mentioned in articles 323-1 to 323-3 of the FCC (see Hacking, Denial-of-service attacks and Phishing) is punished with the most severe sanctions.

Identity theft or identity fraud (e.g. in connection with access devices)
Pursuant to article 226-4-1 of the FCC, the act of usurping the identity of a third party is punishable by one year of imprisonment and a fine of up to €15,000.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)
The offence of theft pursuant to the FCC (article 311-1) has been extended to computer theft by French courts.

French judges now consider computer data (i.e. dematerialised information), as constituting goods likely to be stolen.

Under French law, theft is punishable by three years of imprisonment and a fine of up to €45,000.

Article 226-18 of the FCC as well as articles L.335-2, L.713-2 and L.713-3 of the French Intellectual Property Code (see Phishing) could also be used in some circumstances.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data
Article 66 of the French Post and Electronic Communications Code imposes sanctions of two years of imprisonment and a fine of up to €3,750 for any person who, by breaking wires, damaging equipment or by any other means, deliberately interrupts electronic communications.

Attacks on the fundamental interests of the nation committed by means of information technologies are punished by numerous provisions of the FCC. For example, pursuant to article L.413-10 of the FCC, the destruction, misappropriation, subtraction, reproduction of the defence secrecy or the giving of access to an unauthorised
person or making it available to the public, is sentenced to seven years of imprisonment and a fine of up to €100,000.

Failure by an organisation to implement cybersecurity measures

The failure by an organisation to implement cybersecurity measures does not constitute a criminal but an administrative offence, and the organisation would be subject to administrative fines and civil liability. Pursuant to the GDPR and the new French Data Protection Act (FDPA) n° 78-17 of January 6, 1978 (amended by the GDPR), the administrative fine imposed by the French data controlling body (the CNIL) can be up to €20 million or 4% of the company’s worldwide consolidated annual turnover.

1.2 Do any of the above-mentioned offences have extraterritorial application?

Pursuant to article 113-2-1 to the FCC, any crime or offence committed by means of an electronic communication network is deemed to have been committed on the territory of the Republic when it is attempted or committed to the detriment of a natural person residing on the territory of the Republic or a legal person whose registered office is in France.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

An offence will only be sanctioned by a court pursuant to the FCC if the intentional nature of the offence results from the facts or is demonstrated by the prosecutor. Pursuant to the GDPR as applied under French law, the lack of intentional motivation, all measures taken by the controller or the processor to mitigate the damage suffered by the data subjects, and/or the degree of cooperation to remedy the breach are considered as positive behaviour and may reduce the level of administrative sanctions. As a general principal, the level of sanction is left to the appreciation of the CNIL or the judge and will mainly depend on the situations and the behaviour of the charged party.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Many of the FCC provisions may apply or be linked to cybercrime. For example, article 226-16 to 226-24 set out the criminal offences for the violations of the FDPA. With respect to terrorism article 322-6-1 of the Criminal Code, it provides that: “The act of disseminating by any means, except to professionals, processes allowing the manufacture of destruction devices shall be punishable by three years’ imprisonment and a fine of €45,000. The penalties are increased to five years’ imprisonment and a fine of €75,000 where an electronic communication network has been used for the dissemination of the processes to an unspecified public.” Moreover, article 421-2-5-1 of the same code sentences with five years of imprisonment and a fine of €75,000 the act of extracting, reproducing and intentionally transmitting data that intentionally promotes acts of terrorism.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The most important laws in the cybersecurity domain are (without being exhaustive):

- The FDPA (Loi Informatique et Libertés n°78-17 of January 6, 1978) successively amended by two laws: the law for confidence in the digital economy (Loi pour la confiance dans l’économie numérique, n° 2004-575 of June 21, 2004), and finally amended by the Law n°2018-793 of June 20, 2018 transposing the GDPR.
- The Law for a Digital Republic (Loi pour une République numérique, n° 2016-1321 of October 7, 2016) and recently amended by the law transposing the GDPR (Law n°2018-493 of June 20, 2018).

In addition to the abovementioned law, the following texts have adapted the criminal law to certain forms of cybercrime and creating specific investigative means such as:

- The law adapting the judiciary to developments in crime (n° 2004-204 of March 9, 2004), the Law on Copyright in the Information Society (known as David's Law of August 1, 2006, n°2006-961).
- The Law OPSI II (n° 2011-267 of March 14, 2011).
- The Law strengthening the provisions on the fight against terrorism (n° 2014-133, of November 13, 2014).
- The Law strengthening the fight against organised crime and terrorism (n° 2016-731, of June 3, 2016).

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

In France, critical infrastructures identified as such by the law (Law n°2013-1168 of December 18, 2013, Law n°2018-133 of February 26, 2018, Law n°2016-41 of January 26, 2016) must comply with specific legal requirements. This is mostly the case for the following infrastructures:

- Professionals subject to the obligation of professional secrecy. For instance, pursuant to article 1111-8-2 of the French Public Health Code, healthcare institutions as well as bodies and services carrying out prevention, diagnosis or care activities shall report without delay serious information system security Incidents to the Regional Health Agency. Moreover, pursuant to article 1111-8 of the same code any person who hosts personal health data, must be accredited by the National Health Accreditation Authority for this purpose.
The Network and Information Systems Directive has been implemented in France by the Law 2018-133 of February 26, 2018 about the security of networks and the information system. Pursuant to article 9 of this new law, these infrastructures must implement technical and organisational measures to prevent and reduce the impact of Incidents, identify the IT security risks that may affect their activities (failing which they incur a fine up to €100,000) and notify the ANSSI (National Agency for IT System Security) about the security Incidents they suffer (failing which they incur a fine of up to €75,000).

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Pursuant to the GDPR, the controller and the processor must implement appropriate technical and organisational measures to ensure a level of security appropriate to the identified risk.

Pursuant to article 34 of the FDPA, the controller (and processor) are required to take all necessary precautions, having regard to the nature of the data and the risks associated with the processing, to preserve the security of the data and, in particular, to prevent it from being distorted, damaged or accessed by unauthorised third parties.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Such conflicts may arise in France, for example, concerning the storage period of personal data (storage periods within the meaning of the FDPA may conflict with the rules of proof). Such conflicts may also arise with countries that are not a member of the European Union.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

The GDPR (article 33) provides for an obligation for all data controllers to notify any Incidents to the competent data controlling body unless the personal data breach is unlikely to result in a risk to the rights and freedoms of natural persons. This notification to the controlled body must take place within 72 hours of the discovery breach and must contain a description of the Incident, an indication of the category of the affected data, the concerned data subjects, a detailed description of the measures taken to remedy or mitigate negative effects and the name and contact details of the data protection officer. The notification to the competent data protection authority must also describe possible harmful consequences of the unlawful access and measures taken by the controller.

The FDPA (article 34bis) which specifically concerns the Internet Service Providers (ISP) provides for an obligation to notify any data breach to the CNIL immediately and without conditions (the likelihood that the Incident may cause a risk to the rights and freedoms of natural persons is not required). The information to be communicated is rather similar to the abovementioned.

Finally, pursuant to article 9 of the law 2018-133 of February 26, 2018, about the security of networks and information system, critical infrastructures also have the obligation to notify security breaches to the ANSSI.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

It is possible to voluntarily notify such security breaches to other competent authorities.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Pursuant to the GDPR and the FDPA, if the breach creates a high risk to the rights and freedoms of affected individuals (article 34 of the GDPR) and/or if the breach creates a risk compromising the personal data or privacy of the person concerned (article 34bis of the FDPA) the controller shall have the obligation to inform each affected individual of any security breaches.

The information must detail the name and contact details of the data protection officer (DPO) and describe in clear and plain language the nature of the personal data breach, describe the likely consequences of the personal data breach and the measures taken or proposed to be taken by the controller to address the personal data breach, including, where appropriate, measures to mitigate its possible adverse effects.

The GDPR covers three cases where such notification is not necessary (e.g. the implementation of post-breach measures to ensure the absence of a high risk).

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

None of these cases would change the responses to questions 2.5 to 2.7.
2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The CNIL controls the proper application of the FDPA and the GDPR by data controllers and processors. It also gives opinions on legislative drafts or regulatory texts.

The CNIL has important powers of control and investigation. Finally, the CNIL has significant administrative and financial penalty powers and can take decisions such as the temporary or permanent suspension of data processing.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Depending on the nature of the offence, the penalty may vary between €10 million or 2% of the worldwide turnover, and €20 million or 4% of the worldwide turnover.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

Since the entry into force of the GDPR, the CNIL has sanctioned several companies for various reasons. For example, the CNIL fined a French association €75,000 for inadequately protecting users’ data on its website. The CNIL also fined OPTICAL CENTER €250,000 for not having sufficiently secured the data of their online customers on its website.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

The measures to be implemented are stronger in some business areas. This is particularly the case for critical infrastructures which must comply with the law of February 26, 2018 transposing the NIS Directive (see question 2.2), or for Infrastructures that process sensitive data (for example, health data or data relating to criminal sentences, offences or security measures). Also, as mentioned above (see question 2.2), companies who host personal health data must be accredited for this purpose.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

The legal requirements related to cybersecurity in the following two sectors are as follows:

(a) The financial services sector must comply with several requirements such as auditing IT systems, strengthening resistance to cyber risks, developing defences adapted to the complexity of cyber-attacks, and making several declarations to the ANSSI (ministerial orders of November 28, 2016).

(b) Pursuant to article L33-1 of the French Post and Electronic Communications Code, companies in the telecommunication sector must comply with rules relating to the conditions of permanence, quality, availability, security and integrity of the network and service, which include obligations to notify to the competent authority breaches to the security or integrity of networks and services.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an incident amount to a breach of directors’ duties in your jurisdiction?

Beyond the company’s responsibility in case of failure of the IT system (see question 2.10), the company manager (i.e. in France, it is the representative of the company who has the power to bind the company, e.g.: president; CEO; and general manager) is liable under civil law towards the company and its shareholders of (i) breach of the laws and regulations or of the bylaws, and (ii) mismanagement (article 1850 of the Civil Code). Moreover, the company manager can be liable because of the behaviour of his employees if such behaviour results in damage to a third party (article 1242 paragraph 5 of the French Civil Code). Finally, French law provides numerous criminal offences which may apply to the manager of a company. Actually, pursuant to the FCC but also the French Commercial Code there are numerous provisions specifically making the company manager subject to personal criminal liability.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Please see below the Applicable Law requirements:

(a) There are no general obligations, so far, to designate a CISO. However, the GDPR sets out the obligation to appoint a DPO when (i) the data processing is carried out by a public authority or public body; (ii) the data processing requires regular and systematic monitoring on a large scale, and (iii) in cases of large-scale processing of sensitive data. Concerning the designation of the DPO, French law strictly applies the GDPR (unlike other European Union Member States, such as Germany). Consequently, apart from the three cases mentioned above, the designation of a DPO is optional in France.

(b) For the critical infrastructure, several ministerial orders of November 28, 2016 (article 10) set out the obligation to maintain a crisis management procedure in the event of major cyber-attacks. For other companies, there are no general obligations to establish a written Incident response plan or policy.

(c) Pursuant to the FDPA (article 70-13), the controller and the processor must carry out a risk assessment in order to implement measures to protect data processing systems. Moreover, pursuant to article 1110-4-1 of the French Public Health Code, health professionals, healthcare institutions and services must use information systems for the processing of health data, their storage on electronic media and their transmission by electronic means, in accordance with interoperability and security standards in order to guarantee the quality and confidentiality of personal health data and their protection.

(d) For critical infrastructures, the ministerial orders of November 28, 2016 impose audits to assess the level of security of
information systems with regard to known threats and vulnerabilities. For other companies, the French law strictly applies the GDPR according to which the controller and the processor must implement a process for regularly testing, assessing and evaluating the effectiveness of technical and organisational measures for ensuring the security of the processing (article 32.1.d).

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Pursuant to article L.225-100-1 of the French Commercial Code and article 222-3 of the General Regulations of the French Financial Markets Authority, listed and private companies must draw up an annual management report which contains a description of the main risks and uncertainties the company had to face or is facing (which implicitly includes cyber risks). Pursuant to article L.451-1-2 of the French Commercial Code, listed companies are required to submit this report to the French Financial Markets Authority and to publish it on their website.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

To the extent that they fall within the scope of the NIS Directive and/or the GDPR, public and listed companies are subject to the requirements of these texts. In addition, public sector infrastructures are subject to the RGS (the general security database), which aims at securing electronic exchanges from the public sphere by ensuring that the level of security of these information systems is well adapted to the challenges and risks involved (Article 1 of Decree n°2010-112 of February 2, 2010).

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Under French Law the general rule of civil liability is set forth under article 1240 of the French Civil Code pursuant to which any act which causes damage to another shall oblige the person by whose fault it occurred to repair it (i.e. three elements are necessary to engage liability: (i) a fault; (ii) a damage; and (iii) a causal link between the two). Moreover, under the GDPR (article 79) a civil action may be brought in the event of an Incident if the controller or the processor have not complied with the GDPR requirements. Finally, under the FDPA, the data subject shall have the right to mandate a not-for-profit body, organisation or association to stop the breach and to obtain compensation (article 43ter).

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

There are several examples of cases that have been brought to French courts in the relation to Incidents. For example, a woman was penalised in civil and criminal terms by the Chambery Court of Appeal on November 16, 2016 for the possession of hacking data. Another example, is where on August 12, 2016, the Paris Regional Court sentenced in civil and criminal terms a man for usurping a digital identity.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

See the answers to questions 5.1 and 5.2.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Cyber risk is partially covered by traditional insurance contracts which cover certain foreseeable consequences of certain computer threats (e.g. insurance contracts covering damage to property and civil liability). The emergence of new risks from the evolution of technologies and the increase in their uses has required and still requires the implementation of appropriate legal frameworks. To cope with these new risks, insurers have developed a new contract: the cyber contract; which is a multi-risk contract cover for damage (costs and losses incurred) and liability (non-material damage to third parties); and management services of crisis.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

Pursuant to article L.113-1 of the French Insurance Code, the insurer does not cover loss or damage resulting from the insured’s intentional or wilful misconduct. In addition, criminal sanctions are not insurable because they are regarded as personal sanctions. Moreover, there is still a debate about the possibility to insure administrative or financial sanctions (such as the one provided by the GDPR) to the extent they are not the result of intentional misconducts. The authors opine that this risk should be insurable.

On the subject of terrorism and cyberterrorism, the French Public Parse stated that “insurance contracts whose purpose is to guarantee the payment of a ransom to Daech, as to any terrorist entity, are prohibited”.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

The specific requirements under the Applicable Law are as such: (a) The monitoring of employees is authorised. Actually, the employer can control and limit the use of the Internet (site filtering devices, virus detection, etc.) and e-mail (tools for measuring the frequency of messages sent and/or the size of messages, “anti-spam” filters, etc.). The purpose of this control is to ensure the security of networks that could be attacked (viruses, Trojans, etc.) and to limit the risks of abusive or personal use of the Internet or e-mail. However, (i)
the introduction of a monitoring process to monitor employee activity requires a prior information and consultation of the employee representative committee and (ii) an individual information for employees. As a consequence, the monitoring must be proportionate, i.e. respect the balance between the employee’s private life and the employer’s power of control.

(b) Except for the DPO, there is no specific statutory obligation for employees to report such risks to their employer. However, internal policies (such as company rules or an IT security charter) can encourage employees to adopt a proactive reporting behaviour if they noticed an Incident. In France, there is also a “whistleblowing” mechanism available to employees (this can be, for example, an “ethical line” telephone number or a specific e-mail address). This system enables employees to report problems that could seriously affect a company’s activity or seriously engage its liability. However, this mechanism remains optional. An employee cannot be sanctioned if he does not use it.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are no Applicable Laws that may prohibit or limit the reporting.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

In France, there are many police services specialising in cybersecurity. For example: the PICYAN (Cybercrime investigation platform and digital analysis), which analyses IT equipment seized during police searches and Internet surveillance thanks to special software; the C3N (Digital Crime Centre) whose mission includes judicial investigations and criminal intelligence; the BEFTI (Information Technology Fraud Investigation Brigade), which operates only in Paris and the surrounding suburbs and which is responsible for managing any breaches of the data processing system, software counterfeiting and classic offences such as fraud; and the OCLCTIC (Central Office for the Fight against Information and Communication Technologies Crime), which ensures the legality of published content on Internet and ordering providers to remove illegal content.

The police services mentioned above may carry out investigations, searches, interceptions, data collection, geolocation, wiretapping, infiltration, and arrest and detain suspects in police custody.

In addition, in order to ensure the effective application of the FDPA and the GDPR, the CNIL has the power to carry out extensive controls on all data controllers and processors. These controls can take place in the controlled entity’s facilities, on documents, on audition or online.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There is no obligation to set up backdoors. However, the administrative and judicial authorities may require the submission of encryption keys. Actually, pursuant to article L.871-1 of the French Internal Security Code, natural or legal persons who provide encryption services aimed at ensuring a confidentiality function are required to submit within 72 hours to authorised agents (i.e. administrative and judicial authorities) at their request, agreements enabling the decryption of data transformed by means of the services they have provided. Article 434-15-2 of the FCC provides that any person who has knowledge of the secret agreement to decrypt a cryptology means that may have been used to prepare, facilitate or commit a crime or offence who refuses to surrender the said agreement to the judicial authorities or to implement it at the request of these authorities is subject to three years of imprisonment and a fine of up to €270,000.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

All of the following activities constitute a criminal offence in Germany.

**Hacking (i.e. unauthorised access)**

Hacking constitutes a criminal offence according to Sec. 202a of the German Criminal Code (so-called “unauthorised obtaining of data”). According to this provision, whosoever unlawfully obtains data for himself, or another, that was not intended for him and was especially protected against unauthorised access, if he has circumvented the protection, shall be liable to imprisonment not exceeding three years or a fine.

**Denial-of-service attacks**

Denial-of-service attacks constitute a criminal offence according to Sec. 303b of the German Criminal Code (so-called “computer sabotage”). According to this provision, whosoever interferes with data processing operations which are of substantial importance to another by deleting, suppressing, rendering unusable or altering data, or by entering or transmitting data with the intention of causing damage to another, shall be liable to imprisonment for up to three years or a fine. The same applies to destroying, damaging, rendering unusable, removing or altering a data processing system or data carrier. Also, it is important to note that the sole attempt is punishable if the data processing operation is of substantial importance to another’s business or enterprise, or a public authority, the penalty can be imprisonment for up to five years or a fine.

**Phishing**

Phishing can constitute two different criminal offences. The unlawful interception of data by technical means from a non-public data processing facility constitutes a criminal offence according to Sec. 202b of the German Criminal Code and is punishable with imprisonment for up to two years or a fine. The use of such data with the intent of obtaining an unlawful material benefit would constitute a criminal offence under Sec. 263a of the German Criminal Code (so-called “computer fraud”) and is punishable with imprisonment for up to five years or a fine.

**Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)**

Infection of IT systems with malware constitutes a criminal offence according to Sec. 303b of the German Criminal Code (so-called “computer sabotage”). According to this provision, whosoever interferes with data processing operations which are of substantial importance to another by deleting, suppressing, rendering unusable or altering data, or by entering or transmitting data with the intention of causing damage to another, shall be liable to imprisonment for up to three years or a fine. The same applies to destroying, damaging, rendering unusable, removing or altering a data processing system or data carrier. Also, it is important to note that the sole attempt is punishable and if the data processing operation is of substantial importance to another’s business or enterprise, or a public authority, the penalty can be imprisonment for up to five years or a fine.

**Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)**

The sole possession of hardware, software or other tools which can be used to commit cybercrime can constitute a criminal offence according to Sec. 202c of the German Criminal Code. According to this provision, the preparation of the commission of an unauthorised obtaining of data or phishing by producing, acquiring for himself or another, selling, supplying to another, disseminating or making otherwise accessible software for the purpose of the commission of such an offence shall be liable to imprisonment for up to one year or a fine. In case of a use of such instruments, the same principles as set forth above with respect to “Hacking” apply.

**Identity theft or identity fraud (e.g. in connection with access devices)**

Identity theft can constitute various criminal offences, depending on how the offender obtains access to the identity data. This can either be done by phishing methods, which would constitute a criminal offence under Sec. 202b of the German Criminal Code as set forth above with respect to “Phishing”, or by use of such identity data for fraudulent purposes, which could constitute a criminal offence under Sec. 263 of the German Criminal Code (fraud) or Sec. 263a of the German Criminal Code (computer fraud); both are subject to imprisonment for up to 10 years.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**

Electronic theft only constitutes a criminal offence under the preconditions of Sec. 202a of the German Criminal Code. Therefore, the affected data must be especially protected against unauthorised access. Usually, this is not the case when a current or former employee breaches confidence, as the employee has authorised access.
to the data. If this is not the case and the employee circumvents the protection, this would constitute the criminal offence of “phishing”. The above-mentioned principles would apply.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Under German criminal law, some other activities in connection with the above-mentioned crimes constitute criminal offences. These are: (i) preparing of an unauthorised obtaining or interception of data, Sec. 202c of the German Criminal Code; (ii) handling of stolen data, Sec. 202d of the German Criminal Code; (iii) violation of postal and telecommunications secrets, Sec. 206 of the German Criminal Code; (iv) computer sabotage, Sec. 303b of the German Criminal Code; (v) certain types of violation of the EU General Data Protection Regulation with the intention of enrichment or to harm someone, Art. 84 of the General Data Protection Regulation and Sec. 42 of the German Federal Data Protection Act; and (vi) falsification of digital evidence, Sec. 269 et seq. of the German Criminal Code.

Failure by an organisation to implement cybersecurity measures

The failure of an organisation to implement cybersecurity measures does not constitute a criminal but an administrative offence, and the organisation would be subject to civil liability in case of negligence. The financial penalty can be up to 10 million EUR or 2% of the company’s annual turnover. The civil liability depends on the damage which occurred due to the organisation’s failure and is basically not limited.

1.2 Do any of the above-mentioned offences have extraterritorial application?

The above-mentioned offences have no specific extraterritorial application. However, the application of the German Criminal Code depends on the “place of the offence”. According to Sec. 9 of the German Criminal Code, an offence is deemed to have been committed in every place where the offender acted or in which the result occurs or should have occurred according to the intention of the offender. Therefore, the above-mentioned offences will be applicable both if the offender acted in the territory of Germany and in case the offence affects IT systems which are situated or used for services provided in Germany where the offender acted from outside Germany.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Yes, as a general principle, under German law, positive behaviour after a violation of a statutory provision as well as compensation for the occurred damage affect the level of penalties. However, this is at the sole discretion of the court.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

No, this is not applicable in our jurisdiction.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

Cybersecurity is governed by several Acts in Germany. The main law relating to cybersecurity is the German IT Security Act (IT-Sicherheitsgesetz) of 25 July 2015, which amended a number of laws, in particular the German Telemedia Act (Telemediengesetz), the German Telecommunications Act (Telekommunikationsgesetz), the EU General Data Protection Regulation (Datenschutz-Grundverordnung), the German Federal Data Protection Act (Bundesdatenschutzgesetz) and the Act on the Federal Office for Information Security (Gesetz über das Bundesamt für Sicherheit in der Informationstechnik). Besides this, parts of cybersecurity are governed by the Banking Act (Kreditwesengesetz) and Securities Trading Act (Wertpapierhandelsgesetz). Besides this formal legislation, there are a few important informal provisions with respect to IT security in Germany. These are the BSI Basic IT Protection catalogues which are developed by the Federal Office for Information Security (Bundesamt für Sicherheit in der Informationstechnik – BSI), the Common Criteria for Information Technology Security Evaluation, standardised as ISO/IEC 15408, and the Control Objectives for Information and Related Technology (COBIT).

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Yes, the Act on the Federal Office for Information Security provides for specific obligations for providers of critical infrastructure. The law defines the following sectors as critical infrastructure:

- Energy.
- IT and Telecommunications.
- Transport and Traffic.
- Health.
- Water.
- Nutrition.
- Finance and Insurance.

However, not all companies acting in the above-mentioned sectors are subject to the regulations regarding critical infrastructure. These apply only vis-à-vis companies which are of great importance to the functioning of the community or which would cause a threat of public safety when having a supply shortfall.

Even though the Act on the Federal Office for Information Security provides for the obligation of providers of critical infrastructure to provide reasonable organisational and technical precautions to prevent disruption of the availability, integrity, authenticity and confidentiality of their information technology systems, the specific duties are not specified by the Act but are subject to guidelines on IT security set out by industry associations and approved by the Federal Office for Information Security.
Germany

The Network and Information Systems Directive has been implemented with effect from 30 June 2017.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Yes, German and European law provides for several obligations for organisations to take measures to monitor, detect, prevent and mitigate Incidents.

In detail:
- According to Sec. 13, subsec. 7 of the Telemedia Act, telemedia providers are obliged to ensure that unauthorised access to related data is not possible. A telemedia provider in the Telemedia Act means, e.g., each operator of a website. The Telemedia Act does not provide details for measures that have to be taken by the provider. Specific requirements are, however, developed by the competent data protection authorities, e.g., with respect to the prevention of unauthorised access to websites, the data protection authorities request a SSL encryption of the related data.
- According to Sec. 109 of the German Telecommunications Act, providers of public telecommunications have to implement necessary technical measures to prevent phishing of personal data. Besides this, providers of public telecommunications are obliged to appoint a security officer and develop an adequate IT security model.
- Providers of several financial products are obliged to develop an IT-specific risk management (Sec. 25a of the German Banking Act (Kreditwesengesetz), Sec. 33 of the German Securities Trading Act (Wertpapierhandelsgesetz)).
- According to Art. 5 para. 1 (f) and Art. 32 of the General Data Protection Regulation, organisations are obliged to process personal data in a manner that ensures appropriate security of the personal data, including protection against unauthorised or unlawful processing and against accidental loss, destruction or damage, using appropriate technical or organisational measures.

This includes in particular:
- the pseudonymisation and encryption of personal data;
- the ability to ensure the ongoing confidentiality, integrity, availability and resilience of processing systems and services;
- the ability to restore the availability and access to personal data in a timely manner in the event of a physical or technical Incident; and
- a process for regularly testing, assessing and evaluating the effectiveness of technical and organisational measures for ensuring the security of the processing.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Such specific conflicts may arise with foreign laws with extraterritorial reach.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstances in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Yes, there are specific reporting obligations with respect to Incidents under German law.

In detail:
- There is a general obligation to notify security breaches to the competent data protection authority. This applies to any kind of personal data. An exception applies where the security breach is unlikely to result in a high risk to the rights and freedoms of the data subject (Art. 33 of the EU General Data Protection Regulation).
- The report must be made without undue delay and not later than 72 hours after having become aware of the breach and has to contain a description of the Incident, an indication of the category of the affected data, the concerned data subjects and a detailed description of the measures taken to remedy or mitigate negative effects. The notification to the competent data protection authority must also describe possible harmful consequences of the unlawful access and measures taken by the body. The name and contact details of the data protection officer have to be provided as well.
- In case of a breach of critical infrastructure as defined in the Act on the Federal Office for Information Security (see above under question 2.2), the provider must notify the Federal Office for Information Security of any significant consequences of the unlawful access and measures taken by the body. The report must be made without undue delay and not later than 72 hours after having become aware of the breach and has to contain a description of the Incident, an indication of the category of the affected data, the concerned data subjects and a detailed description of the measures taken to remedy or mitigate negative effects.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Yes, there is no prohibition of such voluntary reports as long as possible (confidentiality) rights of third parties are safeguarded.
2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Yes, in case of a security breach which creates a notification obligation (see above under question 2.5), the data subject must be notified as soon as (i) appropriate measures have been taken to secure the data or have not been carried out without undue delay, and (ii) a criminal enforcement is not/no longer at risk. The notification to the data subjects must describe the nature of the unlawful access and include recommendations for measures to minimise possible harm. Where notifying the data subjects would require unreasonable efforts, such notification may be replaced by a public communication or similar measure whereby the data subjects are informed in an equally effective manner (Art. 34 General Data Protection Regulation). This obligation of notification applied provides the Incident is likely to result in a high risk to the rights and freedoms of the data subject. Further exceptions apply under Art. 34, para. 3 of the General Data Protection Regulation and Sec. 29 of the Federal Data Protection Act.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No, none of these scenarios would change the responses to questions 2.5 to 2.7.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The requirements identified under questions 2.3 to 2.7 are enforced by the Federal Office for Information Security, competent Data Protection Authorities and the Federal Network Agency.

In detail:
- The Federal Office for Information Security is the main authority with respect to cybersecurity in Germany. This authority should be the main contact regarding questions about preventive security measures and is responsible for receiving notifications about security breaches with respect to critical infrastructures.
- Data Protection Authorities enforce all relevant data protection laws. In Germany, each federal state has a separate Data Protection Authority.
- The Federal Network Agency enforces the telecommunications-related laws and is responsible for receiving notifications about security breaches with respect to telecommunications networks and services.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Under the German IT Security Act, non-compliance may be subject to administrative fines of up to 100,000 EUR. Non-compliance with the mentioned requirements under the General Data Protection Regulation is subject to fines up to 10 million EUR or 2% of the worldwide annual turnover, whichever is higher.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

Up to now, no publicly known enforcement actions have been taken by the competent authorities in cases of non-compliance with cybersecurity requirements. The reason for this is that most of the relevant laws are rather new and the competent authorities are currently trying to develop a joint position with the industry. However, this might change in the future.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

The market practice with respect to information security in Germany mainly depends on the security relevance of the concrete business; in particular, whether the sector is considered as a sector which is related to critical infrastructures and whether the business processes sensitive personal data or not. However, there are no known sector-specific deviations from the strict legal requirements.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Yes, in detail:
- Providers of certain financial products are obliged to develop an IT-specific risk management (Sec. 25a of the German Banking Act (Kreditwesengesetz), Sec. 33 of the German Securities Trading Act (Wertpapierhandelsgesetz)).
- According to Sec. 109 of the German Telecommunications Act, providers of public telecommunications have to implement the necessary technical measures to prevent phishing of personal data. Besides this, providers of public telecommunications are obliged to appoint a security officer and develop an adequate IT security model.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Yes, such failure may lead to a breach of directors’ duties. According to Sec. 130 of the German Administrative Offences Act (Ordnungswidrigkeitengesetz – OWiG), the owner or management of a company commits a misdemeanour if:
- it omits purposefully or negligently to appropriately control the company; and
- if a crime or misdemeanour was committed that could have been avoided or significantly impeded by exercising such control.
The obligation to control also includes the obligation to diligently select and monitor supervising personnel, active monitoring of the development of legal and technical standards, random inspections, and enforcement of implementation measures, etc. The owner or management of a company is obligated to organise the company in a manner that allows the company to comply with the law. Consequently, failures to prevent, mitigate, manage or respond to an Incident can constitute a breach of directors’ duties if the directors failed to implement the appropriate measures to avoid such occurrences.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

There are no general obligations, so far, to either designate a CISO, establish a written Incident response plan or policy, or conduct periodic cyber risk assessments. However, according to Art. 32 of the General Data Protection Regulation, such measures can be required in order to ensure appropriate IT security measures. Companies shall implement appropriate technical and organisational measures to ensure a level of security appropriate to the risk. In particular, companies shall implement a process for regularly testing, assessing and evaluating the effectiveness of technical and organisational measures for ensuring the security of data processing. This has to be therefore assessed on a case-by-case basis.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Notification requirements generally exist solely with respect to security breaches (see question 2.5 above). However, with respect to publicly listed companies, sole cybersecurity risks without an Incident having occurred may trigger the obligation to disclose the cybersecurity risk in an ad hoc notification if the risk is likely to have an impact on the company’s stock market price.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

Companies are obliged to implement an IT security model. However, there are no detailed statutory provisions regarding such models.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

The civil liability of a company depends on whether damage has occurred due to the organisation’s failure to implement an appropriate IT security model. In this case, any individual or other company which suffered material damage can take civil actions against the company which is responsible for the Incident. This liability is basically not limited, but can be covered by insurance.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

The case law on Incidents in Germany is very rare due to the lack of the possibility of class actions in Germany.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Yes, civil liability in tort depends on the damage which occurred due to the organisation’s failure and is basically not limited.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out insurance against Incidents and are common in Germany.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

No, there are no regulatory limitations to insurance coverage against any type of loss.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

(a) Yes, the monitoring of employees is only permissible in specific cases, e.g., in case of definite suspicion. Comprehensive monitoring measures would not be admissible. In case of works-council representation, the monitoring of employees needs to be generally agreed in a works-council agreement.

(b) There is no specific statutory obligation for employees to report such risks to their employer. However, such obligations should be imposed on the employees by the employer’s internal policies (e.g., whistle-blowing policies).

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

No, there are no Applicable Laws that may prohibit or limit the reporting of the above.
8 Investigatory and Police Powers

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

No; so far, there is no such obligation. However, the German legislator is currently debating such an obligation with respect to social media and instant messaging accounts. It is likely that such a law will come into force in 2018.

Depending on the type of authority (e.g., Public Prosecutor, Federal Office for Information Security, Data Protection Authority), the enforcement powers vary. However, all authorities have the power to carry out on-site investigations including accessing IT systems.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)
The following acts constitute offences when conducted fraudulently or dishonestly and without the permission of the owner/person in charge of the computer:

(i) accessing/securing unauthorised access to a computer resource (which includes computers, communication devices, computer networks, data, computer databases or software, etc.); and
(ii) providing assistance to any person to facilitate such unauthorised access (Sec. 43(a) and (b) Information Technology Act, 2000 ("ITA")).

The above offences are punishable with imprisonment of up to three years or with a fine of up to INR 500,000 or with both (Sec. 66A, ITA).

Also, see question 1.4 below in respect of cyberterrorism and criminal trespass and question 2.2 below in respect of “protected systems”.

Prosecutions:

Kumar v. Whiteley (2009): the accused was sentenced to one year of rigorous imprisonment and a fine of INR 5,000 for hacking a government website, gaining unauthorised access to broadband internet and making alterations to subscriber accounts in the computer database.

Call centre employees at Mphasis were prosecuted for securing unauthorised access to PIN codes of customers of Citi Group (a client of their call centre) and using these codes to transfer funds into their accounts (2005).

Denial-of-service attacks

Causing disruption or denial of access to any person authorised to access any computer by any means is an offence when conducted fraudulently or dishonestly and without the permission of the owner/person in charge of such computer (Sec. 43(c) and (f), ITA).

Punishable with imprisonment of up to three years or with a fine of up to INR 500,000 or with both (Sec. 66A, ITA).

Also, see question 1.4 below in respect of cyberterrorism.

Phishing

While “phishing” is not expressly defined, the following acts constitute offences:

(i) Identity theft: fraudulent or dishonest use of the electronic signature, password or other unique identification feature of any other person (Sec. 66C, ITA).

(ii) Cheating by personation: using a computer/communication device to cheat by pretending/representing to be another person or knowingly substituting one person for another (Sec. 66D, ITA).

The above offences are punishable with imprisonment of up to three years and with a fine of up to INR 100,000.

(iii) Deceptive/misleading emails: sending emails/messages that deceive/mislead the recipient as to the origin of such message (Sec. 66A(c), ITA).

The above is punishable with imprisonment of up to three years and a fine.

Cheating under the IPC may also be invoked (see question 1.4 below).

Prosecutions:

Mumbai Cyber Cell registered an offence against a person who circulated misleading emails ostensibly emanating from ICICI Bank to obtain confidential information (including usernames, passwords, debit card numbers, PIN codes, etc.) from the recipient bank’s customers.

Persons were arrested for circulating emails indicating that the recipient had won a lottery prize and requiring them to deposit courier, VAT and insurance charges prior to the transfer of the “lottery winnings”.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
The following acts constitute offences when conducted fraudulently or dishonestly and without the permission of the owner/person in charge of the computer:

(i) introduction of a computer contaminant/virus; and
(ii) damage to any computer, computer system or computer network or any data, database or computer program residing therein (Sec. 43(c) and (d), ITA).

The above offences are punishable with imprisonment of up to three years or with a fine of up to INR 500,000 or with both (Sec. 66A, ITA).

Also, see question 1.4 below in respect of cyberterrorism.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

Possession of any plate (including negative duplicating equipment, block, mould, etc.) for making infringing copies of copyrighted work is punishable with imprisonment of up to two years and a fine (Sec. 65, Copyright Act).
Dishonestly receiving stolen computer resources or communication devices is punishable with imprisonment of up to three years or a fine of up to INR 100,000 (Sec. 66B, ITA).

Identity theft or identity fraud (e.g. in connection with access devices)

See “Phishing” above.

Publication of electronic signatures: (i) that are fake; or (ii) for fraudulent/unlawful purposes, is punishable with imprisonment of up to two years or with a fine of up to INR 100,000 or with both (Secs 73 and 74, ITA).

Prosecutions:

- **State of Odisha v. Jayanta Das** (2017): sentenced to six years’ imprisonment and a fine on charges of forgery, identity theft and cyber pornography for creating a fake profile on a pornographic website in the name of the complainant’s wife.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

The following acts constitute offences when conducted fraudulently or dishonestly and without the permission of the owner/person in charge of the computer:

(i) downloading, copying or extracting data/information from a computer resource (including any removable storage medium) (Sec. 43(b), ITA); and

(ii) charging services availed of by a person to the account of another person by tampering with/manipulating any computer (Sec. 43(h), ITA).

The above are punishable with imprisonment of up to three years or with a fine of up to INR 500,000 or with both (Sec. 66A, ITA).

Violation of privacy by intentionally or knowingly publishing/transmitting a private image of a person without his/her consent is punishable with imprisonment of up to three years or with a fine of up to INR 200,000 or with both (Sec. 66E, ITA).

Disclosure of personal information obtained while providing contractual services, with the intent/knowledge that wrongful loss/gain will result, is punishable with imprisonment of up to three years or with a fine of up to INR 500,000 or with both (Sec. 72A, ITA).

Criminal copyright infringement (i.e. with knowledge): knowingly using an infringing copy of a computer program, and infringement and passing off of trademarks, are punishable with imprisonment of up to three years and a fine of up to INR 200,000. In each case, an enhanced penalty is invoked upon subsequent convictions (Sec. 63 and Sec. 63B, Copyright Act and Sec. 104 of the Trade Marks Act).

Theft, cheating, fraud, dishonest misappropriation and criminal breach of trust provisions under the IPC may also be invoked (see question 1.4 below).

Prosecutions:

- **Shankar v. State** (2010): an employee caused the publication of confidential information which he obtained through unauthorised access of a computer at the office of the Directorate of Vigilance and Anti-Corruption. He was charged with securing unauthorised access to a “protected system” and breach of confidentiality and privacy.

- An employee of HSBC’s BPO arm in India was arrested on charges of data theft and cyber fraud for producing forged certificates used to illegally embezzle funds (2005).

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

The following acts constitute offences when conducted fraudulently or dishonestly and without the permission of the owner/person in charge of the computer:

(i) destroying, deleting, injuring, altering or diminishing the value/utility of information residing in a computer resource; and

(ii) stealing, concealing, destroying or altering computer source code (including computer commands, design and layout, program analysis, etc.) with an intention to cause damage (Sec. 43(i) and (j), ITA).

The above are punishable with imprisonment of up to three years or with a fine of up to INR 500,000 or with both (Sec. 66A, ITA).

Knowingly or intentionally tampering (concealing, destroying or altering) with computer source documents required to be kept/maintained by law is punishable with imprisonment of up to three years or with a fine of up to INR 200,000 or with both (Sec. 65, ITA).

Prosecutions:

- **Shankar v. State** (2010) (see “Electronic theft” above): a case was also made out that by downloading, copying and causing the publication of confidential information, the accused diminished the value and utility of such information and affected it injuriously.

- The offence of tampering with computer source documents was held in the following:
  - **Bhim Sen Garg v. State of Rajasthan** (2006): fabrication of an electronic record, or committing forgery by way of interpolations in a CD; and
  - **Syed Asifuddin v. State of Andhra Pradesh** (2005): Tata Indicom employees were arrested for the manipulation of the electronic 32-bit number (ESN) programmed into cell phones that were exclusively franchised to Reliance Infocomm.

Failure by an organisation to implement cybersecurity measures

This is not applicable in our jurisdiction. See questions 2.10 and 5.1 below for non-penal repercussions.

1.2 Do any of the above-mentioned offences have extraterritorial application?

Yes, provided that the offence committed outside India involves a computer, computer system or computer network located in India (Sec. 75, ITA).

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Acts under Sec. 43 of the ITA (including hacking, denial-of-service attacks, introduction of virus, etc.) not conducted fraudulently or dishonestly will invoke the civil (and not criminal) liability of compensation of up to INR 10,000,000 for damage caused.

For trademark/copyright infringement, no damages will be payable where the defendant can prove he was unaware, and had no reasonable ground for believing that the work was trademark/copyright protected.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

The following Incidents will constitute “cyberterrorism”, which are punishable with life imprisonment:

(i) unauthorised access, denial of access or introduction of a computer contaminant with the intent to threaten national
security and causing (or likely to cause) death, injuries, damage to property or disruption of essential supplies/services; and

(ii) intentionally/knowingly obtaining unauthorised access to restricted information/data which may be used to injure national security, public order, relations with foreign states, defamation, etc. (Sec. 66F, ITA).

Incidents may also invoke:

(i) Criminal offences under the IPC, such as cheating, theft, criminal breach of trust, criminal trespass, forgery of electronic records, dishonest misappropriation, etc.

(ii) Penal provisions under specialised legislation which punish publishing or transmitting obscene and sexually explicit materials (such as child pornography or indecent representation of women).

Prosections:

■ Sedition charges were pressed against a former scientist for the hacking of an internet service provider and sending emails threatening national security to the Department of Atomic Energy (2001).

■ A criminal case for cheating, theft and criminal conspiracy under the IPC was registered against hackers involved in stealing debit and credit card details using a proxy IP address (2017).


2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

Information technology laws

(i) Information Technology Act, 2000 (“ITA”);

(ii) IT (Certifying Authority) Regulations, 2001;

(iii) IT (Security Procedure) Rules, 2004;

(iv) IT (Procedure and safeguards for interception, monitoring and decryption of information) Rules, 2009 (“Decryption Rules”);

(v) IT (Procedure and safeguards for blocking for access of information by public) Rules, 2009;

(vi) IT (Procedure and safeguard for monitoring and collecting traffic data or information) Rules, 2009;

(vii) IT (Intermediaries Guidelines) Rules, 2011 (“Intermediary Rules”);

(viii) IT (Guidelines for Cyber Cafe) Rules, 2011;

(ix) IT (Electronic Services Delivery) Rules, 2011;

(x) IT (the Indian Computer Emergency Response Team and manner of performing functions and duties) Rules, 2013 (“CERT Rules”); and


In addition, relevant offences under the Indian Penal Code, 1860 (“IPC”) may also be added to offences under the ITA at the time of prosecution.

Privacy and data protection laws

IT (Reasonable security practices and procedures and sensitive personal data or information) Rules, 2011 (“Privacy Rules”).

Note:

(a) Data (Privacy and Protection) Bill, 2017 (“Privacy Bill”) has been tabled before Parliament. Additionally, the Supreme Court of India, in 2017, recognised the right to privacy as a fundamental right under the Indian Constitution.

(b) The government recently released a draft Digital Information Security in the Health Care Act, which is geared towards the protection of “digital health data”, “personally identifiable information” and “sensitive health related information” (“Health Information”). This Act is currently in draft form but is intended to apply (once enforced) to all clinical establishments and entities/individuals that generate, collect and have custody of Health Information.

Reserve Bank of India (“RBI”) directions/notifications

(i) RBI Notification – Cyber Security Framework in Banks (June 2016) (“Bank Notification”).


(iii) RBI Master Direction – IT Framework for NBFC Sector (June 2017) (“NBFC Master Direction”).

Intellectual property (“IP”) laws

(i) Copyright Act, 1957.


(iii) Trade Marks Act, 1999.

Telecommunications laws

Unified License Agreement (“ULA”) issued under the Indian Telegraph Act, 1885.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The government may declare any computer resource which affects critical information infrastructure as a “protected system” and specifically identify persons authorised to access such protected systems. Securing/attempting to secure unauthorised access to a protected system is punishable with imprisonment of up to 10 years and a fine.

The government has designated the National Critical Information Infrastructure Protection Centre (“NCIIPC”) as the national nodal agency for critical information infrastructure protection.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Intermediaries/persons in charge of computer resources may be required by the government to provide access/assistance in respect of:

(i) the interception, monitoring or decryption of information stored/transmitted through a computer resource; (ii) the monitoring and collecting of traffic data/information to enhance cybersecurity and to identify/prevent the spread of computer contaminant; and (iii) the prevention, detection, investigation, prosecution, punishment, etc. of an Incident (Secs 69 and 69A, ITA and Rule 3(7), Intermediary Rules).
Intermediaries and body corporates which store/handle/deal with personal information must implement reasonable security practices and procedures (i.e. control measures commensurate with the information assets being protected) (Rule 3(8), Intermediary Rules and Rule 4, Privacy Rules).

Persons authorised to issue electronic signatures under the ITA (“Certifying Authorities”) must: (i) use secure hardware and software; and (ii) implement security procedures to ensure secrecy and privacy of electronic signatures (Sec. 30, ITA).

Banks, Non-Banking Finance Companies (“NBFCs”) and insurance companies must implement a board-approaved cybersecurity policy (distinct from their broader IT/IS security policy) with arrangements for continuous surveillance and vulnerability testing.

Telecom companies must, within 12 months of being licensed, create facilities to monitor intrusions, attacks and frauds on their technical facilities and provide related reports to the Department of Telecommunications (“DOT”) (Clause 39.10(i), ULA).

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

The government’s approach is to maintain access to electronic communications for itself, while ensuring protection against unauthorised access by third parties. To that extent, there is a conflict in the expectation that networks/data should be protected by a “key”, but that such key should be made available to the government when requested. However, there are no inherent conflicts in legislation drafted to achieve the above.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported; (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

(a) The circumstance in which this reporting obligation is triggered
- Individuals, organisations and corporate entities must promptly report the occurrence of certain Incidents (including unauthorised access, compromise of critical systems and infrastructure, malicious code, server attacks, identity theft, denial-of-service, etc.). Service providers, intermediaries, data centres and body corporates must report Incidents within a reasonable time of the occurrence or of becoming aware of the Incident (Rule 12(1), CERT Rules, and Rule 3(9), Intermediary Rules).
- In the financial services sector, all Incidents (successful and attempted) must be reported to the RBI: (i) by banks within two to six hours; and (ii) by NBFCs within 24 hours.
- Insurance companies must report Incidents which critically affect business operations and a large number of customers to the Insurance Regulatory and Development Authority (“IRDA”) within 48 hours of knowledge of the Incident.

(b) The regulatory or other authority to which the information is required to be reported
- Indian Computer Emergency Response Team (“CERT-In”).
- NCIPC (for sectors falling under “critical infrastructure”).
- See (a) at question 2.5 above for sector-specific reporting authorities.

(c) The nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology)
- Reports to CERT-In must specify: (i) the time of occurrence; (ii) information regarding the affected system/network; (iii) symptoms observed (i.e. suspicious probes, denial of service, unaccounted changes in firewall rules, etc.); (iv) the relevant technical information (i.e. security systems deployed, hosts affected, actions taken to mitigate the damage, etc.). Details regarding formats for reporting Incidents are published on the CERT-In website (www.cert-in.org.in) and are updated from time to time.

(d) Whether any defences or exemptions exist by which the organisation might prevent publication of that information
- CERT-In will not disclose any information which may lead to the identification of individuals or organisations affected by, or those reporting, cybersecurity Incidents without their written consent or pursuant to a court order (Rule 13(2), CERT Rules).

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

(a) A regulatory or other authority in your jurisdiction
Please see the response to (a) at question 2.5 above.

(b) A regulatory or other authority outside your jurisdiction
No express permission or prohibition (insofar as such disclosure does not violate privacy and data protection requirements, telecom user data or banking user data).

(c) Other private sector organisations or trade associations in or outside your jurisdiction
Same as (b) above.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Certifying Authorities must, upon an event/situation which may materially/adversely affect the integrity of its computer system or conditions under which an electronic signature was granted, use reasonable efforts to notify persons likely to be affected (Sec. 34, ITA).

While there is no legal requirement to notify data breaches to affected individuals at present, the draft Privacy Bill mandates
such notification (except where notification will impede a criminal investigation or the affected individual cannot be identified).

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The responses do not change.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

- Indian Computer Emergency Response Team.
- National Information Infrastructure Protection Centre.
- Department of Information Technology.
- Department of Telecommunications.
- National Information Board ("NIB").
- National Crisis Management Committee.
- National Security Council Secretariat.
- Ministry of Home Affairs.
- Ministry of Defence.
- National Disaster Management Authority.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

ITA/CERT Rules/Intermediary Rules

(i) There is no penalty prescribed for non-compliance with the mandatory reporting of Incidents. As such, a residuary penalty (of up to INR 25,000) under the ITA will apply (Sec. 43, ITA).

(ii) The licence of the Certifying Authority may be revoked for failure to maintain/follow required security standards (Sec. 25, ITA).

ULA

Telecom companies will be liable:

(i) for any inadvertent security breach: a penalty of up to INR 500,000,000; and

(ii) for any inadequate compliance with the licence, intentional omission, deliberate vulnerability, etc.: a penalty of INR 500,000,000 per breach. The licence may also be terminated and the vendor who supplied the hardware/software responsible for the breach could be blacklisted (Clause 39.10(i) and (ii); Clause 2.11(ii), ULA).

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

Poona Auto Ancillaries v. Punjab National Bank (2011): money was fraudulently transferred from the complainant’s account after he responded to a phishing email. The bank was found negligent due to the lack of proper security checks against fraud accounts and was ordered to pay INR 4,500,000 as compensation.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Organisations in the defence, power and other national security sectors may (on a case-by-case basis) be subject to more stringent information security requirements.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

(a) The financial services sector

- Banks and NBFCs
  - The RBI requires banks/NBFCs to, *inter alia*:
    (i) develop a “Cyber Crisis Management Plan” ("CCMP") to address potential Incidents and face emerging cyber threats such as “zero-day” attacks and remote access threats;
    (ii) create awareness among stakeholders (failing which, stakeholders will not be responsible for Incidents that occur due to their ignorance);
    (iii) banks are additionally required to: (a) set up a “security operations centre” to conduct continuous surveillance and testing for vulnerabilities; and (b) appoint a Chief Information Security Officer (“CISO”) to identify gaps in preparedness and propose measures/controls; and
    (iv) NBFCs are additionally required to: (i) consider the use of digital signatures for high-value fund transfers; (ii) develop a mechanism for safeguarding information assets (including end-to-end encryption) in respect of mobile financial services; and (iii) develop controls and secure connections when using social media for marketing products.

- Internet-based trading/securities using wireless technology
  - The Securities and Exchange Board of India requires stock exchanges to:
    (i) ensure brokers implement secure end-to-end encryption for all data transmission, safety features against internal/external Incidents, two-factor authentication for login, etc.; and
    (ii) arrange periodic systems audits of broker systems and include wireless technology trading in investor awareness programmes.

- Insurance
  - IRDA requires insurance companies to, *inter alia*:
    (i) evolve a CCMP and create awareness about cyber threats among stakeholders;
    (ii) designate a CISO to formulate and enforce policies to protect information assets;
    (iii) constitute an “Information Security Committee” for information security management; and
    (iv) undertake measures for data and application security, Incident response planning, vulnerability assessments, penetration tests, etc.
4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an incident amount to a breach of directors’ duties in your jurisdiction?

Where a company is legally subject to cybersecurity requirements (such as data storage or privacy under the ITA), the occurrence of a related Incident due to the failure of the directors to implement proper systems to comply with such requirements, or to ensure the adequacy and effectiveness of the systems, may amount to a breach of directors’ duties under company law (Sec. 134, Companies Act, 2013). Persons in charge of the conduct of business of a company will be considered guilty for any contravention by the company of the requirements of the ITA rules (unless he is able to prove lack of knowledge of the contravention or exercise of due diligence) (Sec. 85, ITA).

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

The above requirements are mandatory for banks, NBFCs (with the exception of designation of a CISO), insurance companies and telecom companies.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

No specific disclosure requirements are imposed.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

Listed companies/companies with over 1,000 shareholders must:
(i) provide e-voting facilities with votes recorded in an electronic registry with adequate cybersecurity; and (ii) ensure the security of any electronic records, including: (i) protection against unauthorised access, alteration or tampering; (ii) security of computer systems, software and hardware; (iii) periodic backups; (iv) ability of computer systems to discern invalid/ altered records; and (v) retrieval of readable/printable records, etc. (Rule 20 and Rule 28, Companies (Management and Administration) Rules, 2014).

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

See question 1.3 above in respect of civil liability under Sec. 43, ITA. An organisation will be liable for damages of up to INR 50,000,000 if it fails to implement reasonable security practices and procedures to protect sensitive personal information (such as passwords, financial information, biometrics, etc.) (“SPI”) and such negligence results in a wrongful gain or loss (Sec. 43A, ITA).

Organisations required to furnish information, records, returns, etc. to maintain books of account/records under the ITA/rules will be liable to monetary penalties for any failure to comply (Sec. 44, ITA). Civil suits may be brought in respect of infringement of IP rights including in respect of injunction, damages and account of profits.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

Prosecution under the ITA
(i) See the Poona Auto case under question 2.11 above.
(ii) Compensation has been imposed for breach of privacy in a number of cases, including Amit Patwardhan v. Rud India Chains and Nirmalkumar Bagherwal v. Minal Bagherwal (both 2013), where the complainants’ financial information (constituting SPI) was obtained from their respective banks without their consent and used against them in legal proceedings.

IPR Infringement
(i) In Adobe Systems Inc. v. Sachin Naik (2010), the plaintiff was held entitled to damages of INR 200,000 and costs for software infringement.
(ii) In Infosys Technologies v. Akhil Gupta (2005), the plaintiff was awarded a permanent injunction against the defendant’s use of the trademark/name “Infosys”, along with damages of INR 300,000 and costs.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Tortious liability may arise in respect of trespass (hacking), fraudulent misrepresentation (phishing/identity theft), breach of privacy, breach of confidentiality, nuisance (denial-of-service), etc.
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6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, cyber insurance may be taken as a standalone liability policy or as an extension under errors and omissions or professional indemnity insurance.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

This is not applicable in our jurisdiction.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

This is not applicable in our jurisdiction.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

This is not applicable in our jurisdiction.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Offences under the ITA must be investigated by police officers not below the rank of Inspector (Sec. 78, ITA). Investigatory powers include:

(i) confiscating computer systems, hardware, tape drives, etc. containing information or used to contravene the ITA (Sec. 76, ITA);

(ii) entering any public place and searching and arresting without a warrant persons guilty/reasonably suspected of committing an offence under the ITA (Sec. 80(1), ITA); and

(iii) search and seizure procedures, and issuing summonses, requiring the attendance of witnesses and making arrests under the Criminal Procedure Code, 1973.

Authorised officers empowered to investigate contraventions of the ITA and rules can: (a) access and undertake searches of computer systems to obtain information/data; and (b) by order require persons in charge of the computer system to provide reasonable technical assistance (Secs 28 and 29, ITA).

Intermediaries must, upon lawful order and receipt of a written request, provide information/assistance to authorised government agencies for the investigation, prosecution and punishment of offences under Applicable Law (Rule 3(7), Intermediary Rules).

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Authorised government authorities can require information generated, transmitted, received or stored in a computer resource to be intercepted, monitored or decrypted by requiring, inter alia: (i) access to such computer resource; (ii) cooperation and technical assistance by intermediaries (including for installation and use of interception/monitoring/decryption equipment by the authorities); and (iii) disclosure of decryption key or provision of decryption assistance by the key holder (Sec. 69, ITA and Decryption Rules).

Consent of the provider of the SPI is not required for sharing such SPI with legally mandated government agencies for identity verification or for the prevention, investigation, prosecution, etc. of offences (Rule 6, Privacy Rules).

Telecom/internet service providers must provide the DOT with all the details of the technology employed, drawings, testing instruments, installation tools, etc. Licence conditions do not expressly require means of decryption to be provided to the government, but the language is sufficiently broad to include such access (ULA).
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Chapter 13

1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)
Yes. Under Law No. 11 of 2008 regarding Information and Electronic Transactions, as last amended by Law No. 19 of 2016 ("EIT Law"), hacking constitutes a criminal offence, which is subject to various penalties depending on the intention and the means of hacking. In general, the EIT Law stipulates that any person who, without lawful authority or against the law, intentionally accesses another person’s electronic system shall be sentenced to maximum imprisonment of six years and/or a maximum fine of Rp.600 million. As for hacking for the purposes of obtaining electronic information and/or electronic records, this criminal act is punishable with a maximum imprisonment of seven years and/or a maximum fine of Rp.700 million. Meanwhile, hacking by means of breaching, infiltrating, or breaking through security systems is punishable with a maximum imprisonment of eight years and/or a maximum fine of Rp.800 million.

Denial-of-service attacks
There is no specific provision under the EIT Law which regulates Denial of Service attacks ("DoSA"). However, DoSA may be classified as system interference which may result in faults in the operation of electronic systems under the EIT Law, and is punishable with a maximum imprisonment of 10 years and/or a maximum fine of Rp.10 billion.

Phishing
Generally, phishing can be considered as a fraudulent act under the Indonesian Criminal Code (Kitab Undang-Undang Hukum Pidana – “KUHP”), which is subject to a maximum of four years of imprisonment. Depending on the phishing methods being used, a phisher may also be charged with the provisions under the EIT Law. For instance, phishing through ‘covert redirect’, or unlawful transfer of electronic information, is punishable with a maximum imprisonment of 12 years and/or a maximum fine of Rp.12 billion under the EIT Law.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
There is no specific regulation in Indonesia which regulates the infection of IT systems with malware. However, under the EIT Law, this action may be classified as system interference. See the answer in respect of DoSA above for details on the applied sentences.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)
Under the EIT Law, possession of computer hardware or software that is designed or developed specifically to facilitate cybercrime is punishable with a maximum imprisonment of 10 years and/or a maximum fine of Rp.10 billion. Additionally, the restriction under the EIT Law is not only limited to possession or use only, but also stretched to the production, sale, organisation to be used, import, distribution, and even provision of such cybercrime tools.

Identity theft or identity fraud (e.g. in connection with access devices)
Identity theft or identity fraud may be considered as unlawful manipulation of personal data with the intention of misusing a certain individual’s identity. Such criminal act may be subject to Article 35 of the EIT Law and is punishable with a maximum imprisonment of 12 years and/or a maximum fine of Rp.12 billion.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)
Under the EIT Law, electronic theft is categorised as hacking or unlawful transfer of electronic information and/or electronic records, which shall be subject to a maximum imprisonment of nine years and/or a maximum fine of Rp.3 billion. Moreover, Law No. 30 of 2000 regarding Trade Secrets ("Law No. 30/2000") stipulates that breach of confidential information, including trade secrets, by an employee is punishable with a maximum imprisonment of two years and/or a maximum fine of Rp.300 million, whilst Law No. 28 of 2014 regarding Copyright ("Copyright Law") stipulates that criminal copyright infringement is punishable with a maximum imprisonment of four years and/or a maximum fine of Rp.1 billion.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data
The EIT Law also prohibits any unlawful alteration, addition, reduction, transmission, tampering with, deletion, moving, and covering of any electronic information and/or electronic records owned by another person or public. Any criminal act related to the foregoing is punishable with a maximum eight years of imprisonment and/or a maximum fine of Rp.2 billion. If such act resulted in the divulgement of confidential electronic information and/or electronic records in the public sphere with inaccurate data, the offender may be sentenced to a maximum of 10 years of imprisonment and/or a maximum fine of Rp.5 billion.
Failure by an organisation to implement cybersecurity measures

Under Indonesian law, the failure of an organisation or corporate entity to implement cybersecurity measures would not lead to the imposition of criminal sanctions. On a side note, the EIT Law stipulates that if a criminal offence in the cybersecurity sector is committed by a corporate entity, the criminal sanctions shall be applied with two-thirds of the basic sentence.

1.2 Do any of the above-mentioned offences have extraterritorial application?

Yes, all criminal sanctions stipulated under the EIT Law have extraterritorial application. Article 2 of the EIT Law stipulates that the EIT Law itself shall apply to any person who commits legal acts as governed by this law, both within and outside the jurisdiction of Indonesia, having legal effect within and/or outside the jurisdiction of Indonesia and that are detrimental to the interest of Indonesia.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

The EIT Law provides exemptions for two actions that may not be considered as criminal offences, which are as follows:

a) data interception, if it is permitted and conducted by an authorised law enforcer for the purpose of law supremacy and national security; and

b) possession of cybercrime tools, if they are intended for research activities, testing and protection of the electronic system itself, insofar as the tools are possessed in a legal and lawful manner.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Depending on the cause of action, the occurrence of an Incident may lead to another criminal offence under Indonesian laws and regulations. For instance, unlawful manipulation of electronic information and/or electronic records for money laundering purposes is punishable with a maximum imprisonment of 20 years and/or a maximum fine of Rp.5 billion pursuant to Law No. 8 of 2010 on Eradication and Prevention of Money Laundering Crimes.

Data Protection

In the event that the Incidents involves personal data, data protection provisions under Ministry of Communication and Informatics (“MCI”) Regulation No. 20 of 2016 regarding Personal Data Protection in Electronic System (“MCI Regulation 20/2016”) shall apply. MCI Regulation 20/2016 requires all electronic system operators in Indonesia to store any personal data in its possession in an encrypted form, although there’s no further stipulation on the encryption mechanism to be implemented. Further, MCI Regulation 20/2016 covers various aspects of personal data protection including an internal policy requirement in managing personal data, a notification requirement in the event of a data breach, and a reporting obligation for cross-border personal data transfer.

In addition, Government Regulation No. 82 of 2012 regarding the Implementation of Electronic Systems and Transactions (“GR 82/2012”) requires the electronic system operator to maintain the confidentiality, integrity and availability of personal data, for which any use and/or disclosure of personal data is based on the personal data owner’s consent and approval.

Intellectual Property

The Ministry of Law and Human Rights (“MoLHR”) and MCI jointly issued Decree No. 14 of 2015 and No. 26 of 2015, respectively, regarding the Implementation of Closing Down Content and/or User Right to Access on Copyright Infringement and/or Related Rights in Electronic Systems. The joint decree stipulates, among others, a procedure for filing a report on copyright infringement in electronic systems, a verification procedure for filed reports, as well as a procedure for closing down the content and/or access right related to copyright infringement.

Privacy of Electronic Communications

The privacy of personal electronic communications is guaranteed under Indonesian prevailing laws and regulations. Pursuant to the EIT Law, any person is prohibited to conduct any interception or wiretapping of electronic information and/or electronic records in certain computers and/or electronic systems of other persons without any consent and/or authorised by the owner. However, for law enforcement purposes, lawful interception is permitted and may be applicable.

Information Security

Depending on the sensitive data to be managed by an electronic system, it may be subject to certain information security provisions under Ministry of Communication and Informatics Regulation No. 4 of 2016 regarding Information Security Management Systems (“MCI Regulation 4/2016”). Please see the answer to question 2.2 for detailed information.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

Cybersecurity

The Indonesian legal framework for cybersecurity is dispersed over a number of different regulations depending on the context of the Incidents. Nonetheless, the main reference for cybersecurity in Indonesia still refers to the EIT Law, which serves as the principal policy for electronic information in Indonesia.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Under MCI Regulation No. 4 of 2016, electronic systems for public services are divided into three categories based on their risks, namely: (i) strategic electronic systems, which have a serious impact on public interest, public services, state administration continuity, or national security and defence; (ii) high-level electronic systems, which have limited impact for sectoral and/or regional interests; and (iii) low-level electronic systems, which do not fall under the categories of strategic and high-level electronic systems. Particularly for strategic
2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

The EIT Law and its implementing regulations use the term Electronic System Operator (Penyelenggara Sistem Elektronik – “ESO”), which has the meaning of any person, state administrator, corporate entity or community that provides, manages and/or operates an electronic system, either individually or jointly, to the electronic system users for the interests of its own and/or other parties. With the broad definition of ESO, any organisations that operate an electronic system will be categorised as an ESO.

Under GR 82/2012, ESOs are required to implement several measures to protect their electronic system operational activity, among others:

- providing an audit trail for the purposes of monitoring, law enforcement, dispute settlement, verification, testing, Incident response and mitigation;
- securing the components of its electronic systems;
- having and implementing a procedure and facility for securing its electronic systems to avoid disruption, failure, and loss;
- providing a security system, which includes a system and procedure for handling and preventing any cyber threats; and
- preserving the confidentiality, integrity, authenticity, accessibility, availability, and traceability of electronic information and/or electronic records that it maintains.

Further, specifically for ESOs that are related to public services, they are required to have a business continuity plan to anticipate any disturbance or disaster, as well as locate their Data Centre and Disaster Recovery Centre (“DC/DRC”) within the territory of Indonesia for the purposes of law enforcement, protection, and implementation of state sovereignty over its citizens’ data.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Particularly on the requirement of locating a DC/DRC within the territory of Indonesia, a conflict of laws issue may arise. Under Indonesian laws and regulations, an online marketplace that facilitates financial payments and/or transactions is considered an electronic system for public services; hence its provider may be obliged to locate its DC/DRC within the territory of Indonesia. However, if the online marketplace service is globally available and the provider is incorporated in a country that prohibits storage of data in overseas territory, DC/DRC of such provider is not able to be physically located within the Indonesian territory.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

GR 82/2012 stipulates that if an electronic system failure or interference with serious effects caused by another party occurs, the ESO must secure the data and immediately report to the law enforcer or the relevant supervisory agency or sectoral regulator. However, GR 82/2012 does not further provide the nature and scope of information that is required to be reported, let alone any exemption for this requirement.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

There are no prohibitions under Indonesian law for an ESO to share information related to Incidents or potential Incidents to another party, even if such party is located outside the Indonesian jurisdiction. Nonetheless, under MCI Regulation 20/2016, if the share of information involves disclosure of personal data to overseas, the ESO must firstly coordinate with MCI or the relevant supervisory agency or sectoral regulator. Further, consent from the personal data owner must firstly be obtained prior to the proposed transfer of personal data to either within Indonesia or abroad.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Any Incidents related to breaches of personal data must be reported to the personal data owner. In conveying such report, the relevant ESO must take into account the following requirements: (i) the report must include the reason or cause for the data breach’s occurrence; (ii) the report may be delivered electronically provided that the relevant personal data owner has approved such way of delivery during the collection of his/her personal data; (iii) the ESO must ensure that the personal data owner has actually received the report if the incidence of data breaches may lead to potential loss; and (iv) a written report shall be submitted to the personal data owner within 14 days after the data breach(es) came into realisation.
2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an incident?

No, the response will not change due to the inclusion of the above-mentioned information.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The following bodies are responsible: (i) the Directorate General of Application Informatics of MCI; (ii) the Cyber Body and National Encryption Agency (“BSSN”); (iii) the Indonesia Security Incident Response Team on Internet and Infrastructure (“ID-SIRTIF”); and (iv) any other relevant supervisory agency or sectoral regulator based on the ESO’s business field.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Administrative sanctions apply, which may be taken in the forms of (i) a warning letter, (ii) administrative fines, and/or (iii) suspension of business activity.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

Enforcement actions are normally taken in the sectoral field, in particular the banking and insurance sector. We are aware of the fact that one of the insurance companies in Indonesia received a warning letter from the Financial Services Authority (Otoritas Jasa Keuangan – “OJK”) to open up a data centre within the Indonesian territory. However, we have never been aware of any case in which a failure to meet the compliance requirements related to cybersecurity issues resulted in the imposition of administrative fines or suspension of business activity. Even during the Cambridge Analytica data scandal in early 2018, MCI only sent a written warning and the Indonesian Parliament sent a summoning letter to Facebook regarding the personal data breach, yet no sanctions have been imposed on Facebook.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

The information security requirements under GR 82/2012 and personal data protection under MCI Regulation 20/2016 are applicable to any ESO, regardless of its business sector. The most common deviation from the requirement under GR 82/2012 is applicable for any ESOs that are not related to public services, as they are not bound to mandatorily place their DC/DRC within the Indonesian territory. In addition, banking sectors may also be exempted from such requirement, provided that an approval from the relevant supervisory agency or sectoral regulator is obtained. Please see question 3.2 below.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

(a) Financial Service

Use of information technology in the banking sector is regulated under OJK Regulation No. 38/POJK.03/2016 regarding the Implementation of Risk Management in the Use of Information Technology by Commercial Banks (“OJK Regulation 38/2016”). OJK Regulation 38/2016 contains stricter compliance requirements for the use of information and technology in banking sectors compared to other business sectors. The following are examples of compliance requirements under OJK Regulation 38/2016 that are related to cybersecurity matters:

- forming an Information Technology Steering Committee, which at least comprises of (i) a director who oversees the IT working unit, (ii) a director who oversees the risk management working unit, (iii) the highest officer who leads the IT working unit, and (iv) the highest officer who leads the IT user working unit;
- performing a trial of the Disaster Recovery Plan for all critical applications and infrastructures in conformity with the result of the business impact analysis, at least once, within one year;
- background check of criminal records during the recruitment of IT staff, including staff of the IT service provider, and network administrator or system administrator positions;
- the requirement to have an operational IT security procedure, which includes, among others, maintaining records of the antivirus and software versions that are being used;
- considering the formation of an Incidents Response Team in Information Security, in accordance with the bank’s business complexity;
- within seven days after the event is identified, reporting any critical events, abuse, and/or criminal offences in the implementation of information technology which may and/or have caused significant financial losses and/or disrupt the bank’s operational continuity, in the form stipulated by OJK;
- the DC/DRC may be located outside the territory of Indonesia provided that an approval from OJK is obtained, which will be granted if, among others, personal data of the bank’s customers and their respective transactions records are not involved.

Additionally, any electronic system operator involved in Electronic Money will be required to comply with the security standard for information systems under BI Regulation No. 20/6/PBI/2018 regarding Electronic Money (“BI Regulation 20/2018”). BI Regulation 20/2018 contains the following security standards:

- certification compliance and/or security standards and system reliability that are applied generally or stipulated by the Bank of Indonesia or a related agency;
- maintenance and improvement of the security technology;
- self-assessment of the information system in use at least once a year;
- conducting an information system audit by an independent security auditor at least once every three years or after any significant changes; and
- issuers of Electronic Money with a value limit of more than Rp.2,000,000 must increase their security standards through the use of two-factor authentication.

(b) Telecommunications sector

Use of information technology in the telecommunications sector is regulated under the BSSN Regarding Electronic Communication and Telecommunications (“BI Regulation 20/6/PBI/2018”). BI Regulation 20/6/PBI/2018 contains the following security standards:

- self-assessment of the information system in use at least once a year;
- conducting an information system audit by an independent security auditor at least once every three years or after any significant changes; and
- issuers of Electronic Money with a value limit of more than Rp.2,000,000 must increase their security standards through the use of two-factor authentication.
(b) Telecommunication

Telecommunication network providers are considered as ESOs for public services, and are thus required to implement the general requirements of information security under GR 82/2012. Please see the answer to question 2.3 above for the detailed requirements.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors' duties in your jurisdiction?

There are no specific regulations in Indonesia which regulate the responsibility of the Board of Directors of a company to conduct all necessary actions in relation to prevent, mitigate, manage or respond to any Incidents. Nonetheless, directors are required, under Indonesian Company Law, to conduct management of the company in the best interest of the company with good faith and full responsibility. Therefore, a failure to prevent, mitigate, manage or respond to an Incident may be considered a breach of director’s duties in the event that the failure resulted from the directors’ fault or negligence. On a side note, specifically for the banking sector, one of the directors’ duties is to establish an Information Technology Strategic Plan and Bank Policy for Implementation of Information Technology, in accordance with OJK Regulation 38/2016.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Only companies in the banking sector are imposed with the requirement to designate a CISO, submit a written Incident response, conduct a periodic assessment (including to its IT services providers), and perform a trial of their Disaster Recovery Plan.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

GR 82/2012 stipulates that if an electronic system failure or interference with serious effects caused by another party occurs, the ESO must secure the data and immediately report to the law enforcer or the relevant supervisory agency or sectoral regulator. For listed companies, there are no specific requirements to disclose cybersecurity risks or Incidents in their annual report. They may, however, be required to include the occurrence of any issues which significantly affect the listed company’s performance and/or stability.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

Other than in the banking and financial sectors, there are no specific requirements related to cybersecurity matters that are applicable for listed companies in Indonesia.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Any civil actions that may be brought in relation to Incidents shall be based on breach of contract or tort. Particularly for tort, the EIT Law provides an underlying provision for any person, whose rights are infringed due to the unauthorised use of his/her personal data, to lodge a claim for damages.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

In 2013, a 19-year-old boy was sentenced to six months of imprisonment and charged with a fine in the amount of Rp.250,000 after he was found guilty of hacking into the official website of the Indonesian ex-president and committing illegal DNS redirection against the website.

In 2017, a man called Adi Syafitrath (with the alias M2404) was sentenced to one year and three months of imprisonment after he was found guilty of hacking into the official website of the Indonesia Press Council.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Any liability in tort cases will be subject to the amount of damages incurred by the claimant and its relation to the wrongful act.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out an insurance policy in relation to risks of Incidents as there is no prohibition regarding this matter under the Indonesian laws.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no regulatory limitations in providing insurance coverage against specific types of loss over Incidents.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

There is no specific regulation on this matter under Indonesian law.
7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There is no specific regulation on this matter under Indonesian law.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

For the purpose of criminal offences in the IT sector, an investigator may conduct the following actions under the prevailing law and regulation:

a) Data Interception and Tapping

According to MCI Regulation No 11/2006 and the EIT Law, lawful interception and tapping may be conducted by an authorised law enforcer for the purpose of law supremacy, national security, and criminal investigation. As for interception of mobile telecommunication networks and fixed telecommunication networks without cable infrastructure, the technical requirements for lawful data interception is further regulated under MCI Regulation No. 8/2014.

In relation to the Eradication of Terrorism Law No. 5 Year 2018, based on sufficient preliminary evidence, an investigator may conduct the following:

- Opening, checking, and impounding letters and shipments by post or shipping services that are related to terrorism law.
- Tapping phone conversation or other communication devices that may be used for preparing, planning, and carrying out criminal acts of terrorism, and also to detect someone related to, or a network of, terrorism.

The tapping mentioned above should be approved by the head of the relevant district court based on its jurisdiction. Except in emergency situations, an investigator may conduct tapping after the approval of the head of district court. The tapping may be conducted for at most one year and can be extended once by at most one year. The resulting evidence of the tapping is confidential and may be used for the investigation of terrorism only.

b) Recording and Disclosing Any Data

Law No. 36 of 1999 regarding Telecommunication ("Telecommunication Law") and Government Regulation No. 52 of 2000 regarding Telecommunications Operation ("GR 52/2000") permit telecommunication services providers, for the purpose of criminal proceedings, to record any information delivered or received by it, as well as to provide any necessary information upon the following conditions:

- Written request from the Attorney General and/or Head of the Indonesian Police Force for certain criminal acts that are sentenced with five years’ or more imprisonment, a life sentence, or the death penalty.
- Request from the lawful investigator for certain criminal acts pursuant to the prevailing laws and regulations.

The Telecommunication Law and GR 52/2000 state that any kinds of information may be recorded and disclosed for the purposes of criminal proceedings. Accordingly, this interception covers all types of communications facilitated by the relevant telecommunication services provider.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

The Telecommunication Law and GR 52/2000 stipulate that service providers must cooperate with the state during criminal proceedings by providing any necessary information. Consequently, should there be any encrypted information, the telecommunication services provider must cooperate with the law enforcer by providing the required encryption keys.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:


Hacking (i.e. unauthorised access)

Hacking is an offence in Ireland, which, under section 2 of the 2017 Act, occurs when a person who, without lawful authority or reasonable excuse, intentionally accesses an information system by infringing a security measure.

Denial-of-service attacks

Denial-of-service attacks constitute an offence under the 2017 Act, captured under section 3, which provides that it is an offence when a person who, without lawful authority: intentionally hinders or interrupts the functioning of an information system by inputting data on the system; transmits, damages, deletes, alters or suppresses, or causes the deterioration of, data on the system; or renders data on the system inaccessible.

Phishing

Phishing does not, per se, constitute a specific offence in Ireland. However, it is possible that the activity would be caught by certain other, more general criminal legislation, depending on the circumstances (for instance, relating to identity theft or identity fraud). In this regard, see below.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

Infection of IT systems with malware is also an offence, again covered by the 2017 Act. In this regard, section 4 provides that a person who, without lawful authority, intentionally deletes, damages, alters or suppresses, or renders inaccessible, or causes the deterioration of data on an information system commits an offence.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

Possession or use of hardware, software or other tools used to commit cybercrime also constitutes an offence under the 2017 Act (section 6), which occurs when a person who, without lawful authority, intentionally produces, sells, procures for use, imports, distributes, or otherwise makes available, for the purpose of the commission of an offence under the 2017 Act, certain hacking tools. Such tools are described as “(i) any computer programme that is primarily designed or adapted for use in connection with the commission of such an offence, or (ii) any device, computer password, unencryption key or code, or access code, or similar data, by which an information system is capable of being accessed”.

Identity theft or identity fraud (e.g. in connection with access devices)

Although there is no precise, standalone offence of identity theft or identity fraud in this jurisdiction, it can nonetheless potentially be captured by the more general offence referred to as “making a gain or causing a loss by deception” (as contained in section 6 of the Criminal Justice (Theft and Fraud Offences) Act 2001 (the “2001 Act”)). This occurs where a person who dishonestly, with the intention of making a gain for himself or herself or another, or of causing loss to another, by any deception induces another to do or refrain from doing an act. In addition, sections 25, 26 and 27 of the 2001 Act cover specific forgery offences.

Separately, under section 8 of the 2017 Act, identity theft or fraud is an aggravating factor when it comes to sentencing, in relation to “denial-of-service attack” or “infection of IT systems” offences. This is described in broad terms as being a misuse of the personal data of another person with the aim of gaining the trust of a third party, thereby causing prejudice to that person.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Electronic theft is covered by the relatively broad offence of “unlawful use of a computer”, as provided for in section 9 of the 2001 Act. This occurs where a person who dishonestly, whether within or outside the State, operates or causes to be operated a computer within the State with the intention of making a gain for himself or herself or another, or of causing loss to another.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Section 5 of the 2017 Act creates the offence of “intercepting the transmission of data without lawful authority”, which occurs when a person who, without lawful authority, intentionally intercepts any transmission (other than a public transmission) of data to, from or within an information system (including any electromagnetic emission from such an information system carrying such data). This is a broad provision which potentially covers other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data.
With regard to penalties, in relation to offences under the 2017 Act, the penalties range from maximum imprisonment of one year and a maximum fine of £5,000 for charges brought “summarily” (i.e., for less serious offences), to a maximum of five years’ imprisonment (10 years in the case of denial-of-service attacks) and an unlimited fine for more serious offences. The above offences under the 2001 Act are only tried in the Circuit Court, with “making a gain or causing a loss by deception” carrying a maximum penalty of five years’ imprisonment and an unlimited fine, and forgery and “unlawful use of a computer” offences carrying a maximum of 10 years and an unlimited fine.

Owing to the very recent implementation of the 2017 Act, there have been very few (if any) prosecutions of note under this particular legislation to date. That said, Ireland’s first successful prosecution for hacking took place in July 2013 on foot of charges under the Criminal Damage Act 1991. The prosecution followed a collaborative investigation between the Irish Garda Bureau of Fraud and the FBI, and involved the hacking of a major political party’s website during the run-up to a national election.

There have also been a number of relatively high-profile denial-of-service attacks on large national websites over the last 12 months (those of certain governmental departments and the national lottery, to name a few), which are currently the subject of ongoing investigations. These investigations may lead to some element of prosecution under the 2017 Act in the near future.

**Failure by an organisation to implement cybersecurity measures**

There is no particular offence in this jurisdiction directly linked to a failure by an organisation to implement cybersecurity measures. That said, and in specific relation to personal data concerning individuals, section 71 of the Data Protection Act 2018 (the “DPA”) provides that controllers must ensure that data is “processed in a manner that ensures appropriate security of the data, including, by the implementation of appropriate technical or organisational measures, protection against (a) unauthorised access or unlawful processing and (b) accidental loss, destruction or damage”.

The Data Protection Commission (the “DPC”) may, under its statutory powers, notify an organisation that it is deemed to have breached these obligations, and further issue an enforcement notice in this respect. It is then an offence for any controller or processor to, without reasonable excuse, fail or refuse to comply with such a notice. The maximum fine imposable in this regard is €250,000 or imprisonment for a term not exceeding five years.

**1.2 Do any of the above-mentioned offences have extraterritorial application?**

All of the above offences under the 2017 Act have certain extraterritorial application, and so offenders may therefore be tried in Ireland, so long as they have not already been convicted or acquitted abroad in respect of the same act, and the relevant act was committed:

- (a) by the person in Ireland in relation to an information system outside of the country;
- (b) by the person outside of the country in relation to an information system in Ireland; or
- (c) by the person outside of the country in relation to an information system also outside of the country, if:
  - (i) that person is an Irish citizen, a person ordinarily resident in Ireland, or a company established or existing under Irish law; and
  - (ii) the act is an offence under the law of the place where it was committed.

Although broader concepts such as, for instance, the “European arrest warrant” may be of relevance for Irish prosecutors, none of the above-mentioned offences under the 2001 Act carry, in and of themselves, extraterritorial application.

**1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?**

Each of the above offences under the 2017 Act contain the ingredient that it was committed without “lawful authority”, which is defined as either “with the authority of the owner of the system”, “with the authority of a right holder of the system”, or “as permitted by law”.

Accordingly, prosecution of these offences will require, necessarily, that such authority or lawful permission was absent.

In addition, the offence relating to “hacking” carries a further qualification, i.e., where the person or company had a “reasonable excuse”. This term is, however, not defined under the 2017 Act, and so its precise application will depend on future judicial interpretation.

In addition, if a company is charged with any of the above 2017 Act offences where the offence was committed by an employee for the benefit of that company, it will be a defence for that company that it took “all reasonable steps and exercised all due diligence” to avoid the offence taking place.

Separately, it can be expected that judges will continue to take established factors into account when considering the appropriate penalty on foot of a conviction of a cybersecurity-related crime (e.g., remorse, amends, cooperation with investigators, criminal history, and extent of damage).

**1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.**

It is, for instance, an offence under section 8 of the Offences Against the State (Amendment) Act 1998 to “collect, record or possess information which is of such a nature that it is likely to be useful in the commission by members of any unlawful organisation of serious offences generally or any particular kind of serious offence”. The term “serious offence” would encompass any of the above-mentioned offences (apart from failure to comply with an enforcement notice issued by the DPC), so long as the act in question is one which involves “serious loss of or damage to property or a serious risk of any such loss...or damage”. The maximum sentence for this offence includes an unlimited fine and 10 years’ imprisonment. To date, there does not appear to have been any prosecutions of note which have combined this particular offence with acts of cybercrime.

**2 Applicable Laws**

**2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.**

Apart from the above-referenced statutes in respect of criminal activity, Applicable Laws include the following:

- Data Protection: The DPA governs the manner in which personal data is collected and processed in Ireland. The DPA requires that controllers take “appropriate security
■ The Security of Network and Information Systems Directive (2016/1148/EU) (the “NISD”) was to be transposed by EU Member States, including Ireland, by May 2018. At the time of writing, the NISD had not yet been transposed; however, following the issue of a formal notice by the European Commission in July 2018, it is expected that it will shortly be transposed into Irish law. The NISD seeks to harmonise cybersecurity capabilities across the EU and achieve a common level of network and information systems security across the EU by increasing cooperation amongst EU Member States, improving national capabilities and introducing security measures and Incident reporting obligations for certain operators of essential services.

■ Other: If there is a security breach which results in the dissemination of inaccurate information, persons about whom the inaccurate data relates may seek a remedy under the Defamation Act 2009. Similarly, if information was provided in confidence and such information was leaked, there may be an action under common law for breach of confidence or negligence, in the event that a duty of care is found to have been owed.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Under the DPA, controllers are required to take appropriate measures, as outlined in questions 1.1 and 2.1 above. The DPA does not detail specific security measures to be undertaken but in determining appropriate measures, a controller may have regard to the state of technological development and the cost of implementing the measures. Controllers must ensure that the measures provide a level of security appropriate to the harm that might result from a breach and the nature of the data concerned. The DPC has issued guidance which suggests the introduction of measures such as access controls, automatic screen-savers, encryption, anti-virus software, firewalls, software patching, secure remote access, back-up systems and Incident response plans.

Under the e-Privacy Regulations, providers of publicly available telecommunications networks or services are required to take appropriate technical and organisational measures and ensure the level of security appropriate to the risk presented, having regard to the state of the art and cost of implementation. Such measures shall at least ensure that personal data can only be accessed by authorised personnel for legally authorised purposes, protect personal data to the extent of the technical and organisational measures taken and keep personal data accurate and up-to-date. The DPA also imposes obligations upon data processors to implement measures to ensure that the controller’s measures are effective.

The NISD, once transposed into Irish law, will require that operators of essential services take appropriate measures to prevent and mitigate Incidents affecting the security of the network and information systems used for the provision of essential services.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Applicable Laws are largely harmonised at an EU level, and as such the risk of conflicts of laws is minimised. However, the existence of
differing requirements for organisations with operations both within the EU and externally may present compliance challenges for such companies.

With regard to the confidentiality of electronic communications, it is understood that updated interception legislation is in the process of being prepared, namely the Interception of Postal Packets and Telecommunications Messages (Regulation) (Amendment) Bill. The purpose of that legislation is to update the Postal and Telecommunications Acts 1983 and 1993, which are limited in scope to postal services and traditional telecommunications providers, to regulate the lawful interception of all communications delivered over the internet.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Section 86 of the DPA contains a general personal data breach notification obligation to the DPC. Where a personal data breach occurs, the controller shall without undue delay and, where feasible, within 72 hours of becoming aware of the breach, notify the DPC of the breach. This notification shall include a description of the breach, the number or approximate number of data subjects concerned, and personal data records concerned. It must also contain a list of likely consequences of the breach and measures taken or proposed to be taken to address the breach.

Where a data breach occurs that is likely to result in a high risk to the rights and freedoms of a data subject, Section 87 of the DPA requires the controller to notify the data subject to whom the breach relates. The requirement is waived where the controller has implemented appropriate measures to protect the data; in particular where the measures render the data unintelligible through encryption or otherwise to any person not authorised to access it. This notification must contain at least the same information provided to the DPC as described above.

Providers of publicly available telecommunications networks or services are required to report information relating to Incidents or potential Incidents to the DPC (to the extent that such Incidents relate to personal data breaches). In the case of a particular risk of a breach to the security of a network, providers of publicly available telecommunications networks or services are required to inform their subscribers concerning such risk without delay and, where the risk lies outside the scope of the measures to be taken by the relevant service provider, any possible remedies including an indication of the likely costs involved. In case of a personal data breach, such providers must notify the DPC without delay and where the said breach is likely to affect the personal data of a subscriber or individual, notify them also. If the provider can satisfy the DPC that the data would have been unintelligible to unauthorised persons, there may be no requirement to notify the individual or subscriber of the breach.

Under Article 16 of the NISD, once implemented, Member States must ensure that digital service providers notify the relevant competent authority (in Ireland, this is likely to be the National Cyber Security Centre) without delay of any Incident having a substantial impact on the provision of a service. The notification must provide sufficient information so that the national authority can assess the significance of same and any cross-border impact. The NISD stipulates that notification shall not make the notifying party subject to increased liability.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

See above at question 2.5 regarding the requirement to notify the DPC.

The National Cyber Security Strategy published in 2015 outlines the intention of the DCCE to deepen its partnerships with third-level institutions to aid the sharing of knowledge, experience and best practice. Moreover, the Strategy outlines the active information-sharing role between the DCCE and other public sector bodies and industry at the time (including IRISS-CERT). Under the NISD, the CSIRTs Network will be tasked with exchanging and making available, on a voluntary basis, non-confidential information concerning individual Incidents.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

See question 2.5 above.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

Parties must ensure that personal data is processed (e.g., shared) in accordance with the DPA and take appropriate security measures with regard to any onward transmission of data including in the context of notifications of Incidents. Personal data includes data relating to a living individual who is or can be identified from either the data or from the data in conjunction with other information that is in, or is likely to come into, the possession of the controller. There are exemptions under the DPA such as for the processing of data which is necessary for the administration of justice or to enable the controller to comply with a legal obligation. Therefore, different considerations apply in the context of voluntary sharing of personal data relating to a breach, and mandatory reporting. For that reason, controllers should take particular care when a notification includes any personal data and take steps to anonymise data where appropriate. Additional considerations also apply in the case of ‘special categories of personal data’ as set out in Part 3, Chapter 2 of the DPA.

Parties must also be conscious of their contractual obligations and whether issues may arise regarding the sharing of price-sensitive or confidential information, particularly if there is no mandatory requirement to do so.
2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The DPC is the primary regulator responsible for enforcing the requirements outlined above. The DPC is an independent body established under the DPA. Under the NISD, it is intended that the national competent authority will be the National Cyber Security Centre which is intended to be placed on a statutory footing.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

There is no automatic penalty for controllers under the DPA in the event of a data breach. However, if the DPC issues an information notice (requiring certain information) or enforcement notice (requiring certain action), a controller or processor must comply with same. If they do not comply, it will constitute an offence. The DPC (unlike under the previous regime) can now impose administrative fines directly as follows:

- a maximum of €5,000 or imprisonment for a term not exceeding 12 months or both on summary conviction; and
- a maximum of €250,000 or imprisonment for a term not exceeding five years or both on conviction on indictment.

The original draft of the DPA exempted public bodies from administrative fines, but following intense lobbying, the DPA now provides for fines of up to €1 million in respect of those bodies. Further, the DPA also incorporates in Section 141 the right of the DPC, as the supervising authority, to impose fines of up to €20 million or 4% of global turnover as set out in Article 83 of the GDPR.

Under the e-Privacy Regulations, a person who commits an offence is liable on summary conviction to a fine. Furthermore, if a person is convicted of an offence, the court may order any material or data that appears to it to be connected with the commission of the offence to be forfeited or destroyed and any relevant data to be erased.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

In July 2016, the ODPC (now DPC) was notified of a data breach in respect of an organisation providing retail and online services. Over a two-week period, attackers attempted various username/password combinations and gained access to certain user accounts. The attackers were able to add new payments methods to those accounts and to access personal data associated with those accounts. They attempted to withdraw users’ balances. The ODPC assessed the breach and identified deficiencies in the security measures used, including insufficient measures on password policy and user authentication and insufficient control measures to validate changes to users’ accounts. This was considered a breach of the then current Data Protection Acts 1988 and 2003 and recommendations were issued to the organisation to take steps to mitigate the various deficiencies. If the organisation failed to take such steps, it would face enforcement action. The company implemented multifactor passwords and a comprehensive data retention policy.

Similarly, the ODPC reported that in October 2016 a primary school was the victim of a “crypto ransomware attack” which rendered the school’s files inaccessible. These files contained personal details and a ransom was demanded to release same. The school was found to be in breach of the DPA as it had not put in place appropriate security measures and had no policies or procedures to maintain adequate backups. Recommendations were issued to the school and the school implemented staff training and awareness and reassessed its contractual arrangements with its ICT suppliers.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Yes, market practice with respect to information security varies considerably in Ireland dependent on the industry sector concerned. Businesses in industries that are recognised as being particularly vulnerable to Incidents, such as the financial services sector, are more likely to have adequate processes in place to effectively address cyber risk. With current and long-term trends, such as the continued expansion of cloud computing, mobile data and the internet of things further increasing exposure to cyber risk, financial services firms are expected to update and implement their processes accordingly. The publication of the Cross Industry Guidance in respect of Information Technology and Cybersecurity Risks by the regulator for financial institutions, the Central Bank of Ireland, provides valuable information on the practices that financial services firms are expected to apply in order to protect their organisations from cyber threats.

Other industries have previously been less cognisant of the need for adequate cybersecurity protections. For example, the manufacturing industry in Ireland has been largely unaffected by Incidents. However, advances in robotics, technology and the digital marketplace have increased the awareness of manufacturers to the need for maintenance and protection of cyber infrastructure. In response to this, IBEC, the largest business and employer association for organisations based in Ireland, has highlighted the prioritisation of cybersecurity as a key component in the development of the manufacturing industry in Ireland and has set out a number of recommendations in a recent report setting out their short- to medium-term strategy for Ireland’s manufacturing industry.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

(a) There is currently no specific legislation focused on cybersecurity applicable to organisations in the financial services sector. In the absence of any codified law, the Central Bank of Ireland has published Cross Industry Guidance, which relates to IT governance and risk management by regulated financial institutions in Ireland. The publication makes a number of recommendations including (but not limited to): the preparation of a well-considered and documented strategy to address cyber risk; the implementation of security awareness training programmes; the performance of cyber risk assessments on a regular basis; and the implementation of strong controls by firms over access to their IT systems. Once transposed, the NISD will introduce security measures and Incident reporting obligations for credit institutions. See also reference to Payment Source Regulations in question 2.1 above.

(b) While there are no specific laws on cybersecurity, electronic communications companies (such as telecoms companies and ISPs) are governed by the DPA, and also the e-Privacy
Regulations. Under the e-Privacy Regulations, there are more explicit rules governing the security of personal data. The electronic communications sector has been further affected by the introduction of the DPA in May 2018. Businesses in the sector have had to familiarise themselves with the new requirements introduced, notably in the areas of transparency, security and accountability for controllers and processors. Certain operators (IXPs, DNS service providers and TLD name registries) will also fall within the ambit of the NISD, upon domestic implementation.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

While there are no express directors’ duties specific to cybersecurity, directors owe fiduciary duties to their company under common law and under the Companies Act 2014 (the “CA 2014”).

There are a number of key fiduciary duties of directors set out in the CA 2014. This list, however, is not exhaustive. Some examples of directors’ duties which could be considered to extend to cybersecurity are:

- exercise their powers in good faith in what the director considers to be the interests of the company;
- act honestly and responsibly in relation to the conduct of the affairs of the company;
- act in accordance with the company’s constitution and exercise his or her powers only for the purposes allowed by law;
- exercise the care, skill and diligence which would be exercised in the same circumstances by a reasonable person having both the knowledge and experience that may reasonably be expected of a person in the same position as the director with the knowledge and experience which the director has; and
- have regard to the interests of its employees in general.

Directors have a general duty to identify, manage and mitigate risk and fiduciary duties, such as those outlined above, which would extend to cybersecurity. Such duties could be interpreted to mean that directors should have appropriate policies and strategies in place with respect to cyber risk and security and that directors should review and monitor these on a regular basis. Regard may also be had to compliance by a company with all relevant legislative obligations imposed on that company in assessing compliance by directors with their duties. Appropriate insurance coverage should also be considered.

Directors should be fully briefed and aware of all of the key issues relating to cyber risk. Larger organisations may choose to delegate more specific cyber risk issues to a specific risk sub-committee.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

While there are no such express obligations from a company law perspective, general director fiduciary duties, as well as best corporate governance practices, may dictate that such actions are performed. See question 4.1 above for more detail on directors’ duties. For industry-specific requirements, see question 3.1 above.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

While there are no such express obligations from a company law perspective, general director fiduciary duties, as well as best corporate governance practices, may dictate that such actions are performed. See question 4.1 above for more detail on directors’ duties.

The e-Privacy Regulations oblige electronic communications service providers to report all data breaches to the DPC. The DPA has introduced a more general personal data breach notification obligation to the DPC, which may be of relevance to an Incident. The NISD will introduce Incident reporting obligations for certain operators of essential services.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

This chapter sets out the principal laws and requirements relating to cybersecurity in Ireland. However, there may be other requirements and/or recommendations established by industry-specific codes of conduct. In addition, there may be other laws that do not directly relate to cybersecurity but which establish requirements that bear on cybersecurity. See, in addition, section 2 above.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

As discussed in response to question 5.3 below, an Incident may give rise to various claims under the law of tort. It is also conceivable that an Incident would, depending on the circumstances, give rise to a claim for breach of contract where the particular Incident constituted a breach of contract between the parties.

In order to be entitled to compensation in damages, whether under a tortious or contractual analysis, a plaintiff will be required to establish: that a duty or obligation was owed to him/her by the defendant; that an Incident has occurred in consequence of the defendant’s having acted in breach of that duty or obligation; and loss or damage has been sustained to the plaintiff which, but for the impugned acts or omissions of the defendant, would not have been so sustained.

It should be noted that many classes of Incident will also give rise to claims for damages for breach of the constitutional right to privacy. Moreover, where an Incident is committed by a State actor, for example, during the course of an investigation, it may give rise to an action in judicial review to prevent misuse of any inappropriately obtained data and/or to quash any decision taken in relation to, and/or on foot of, the Incident or any improperly obtained data.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

Duggan v Commissioner of an Garda Síochána, Ireland and the Attorney General [2017] IEHC 565 – This case affirmed the previously stated position from Collins v FBD Insurance Plc [2013] IEHC 137 that a breach of the Data Protection Acts 1988 and 2003 would not automatically entitle a data subject to compensation irrespective of
whether or not they could prove actual loss or damage. The High Court concluded that a data subject has no entitlement to automatic compensation for a technical breach of his/her rights under the Data Protection Acts 1988 and 2003 where he/she cannot prove that he/she has suffered loss or damage as a result of the breach.

**CRH plc and Others v Competition and Consumer Protection Commission [2017] IESC 34** – The Supreme Court upheld the finding of the High Court that, in seizing material unrelated to an investigation, the Competition and Consumer Protection Commission had acted outside the scope of its statutory powers and would be acting in breach of the applicants’ rights to privacy were it to examine such material. In the exercise by the State of its powers of search, the Supreme Court held that interference with the right to privacy was inevitable but that such interference must be proportionate.

**5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?**

Depending on the specific type of Incident concerned, liability in tort may arise. Examples of such tortious liabilities are as follows:

- The DPA permits a data subject to take a data protection action against a controller or processor where they believe their rights have been infringed. This is deemed to be an action founded in tort. Importantly, the DPA confirms that the damage for which the data subject is seeking compensation need not be just financial. A data subject can sue for other types of damage including pain and suffering.
- A breach of a person’s privacy rights may give rise to a claim in tort for breach of confidence or negligence, depending upon the circumstances.
- Incidents involving the theft of information or property may give rise to claims in the tort of conversion.
- Incidents involving the publication of intrusive personal information may in some circumstances constitute the tort of injurious or malicious falsehood.
- Incidents involving the misuse of private commercial information may give rise to claims for damages for tortious interference with economic relations.

**6 Insurance**

**6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?**

While relatively novel in Ireland, “cyber insurance” products are being taken up by businesses with increasing frequency. Such products afford cover for various data- and privacy-related issues including: the financial consequences of losing or mis-appropriating customer or employee data; the management of a data breach and attendant consequences, including the costs associated with involvement in an investigation by the DPC and fines levied for breaches; and the costs associated with restoring, recollecting or recreating data after an Incident.

**6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?**

No, there are no legal limits placed on what the insurance policy can cover. In the ordinary way, however, the consequences of intentional wrongdoing tend to be contractually excluded, as are the consequences of failure to remedy ascertained weaknesses or shortcomings in systems.

**7 Employees**

**7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?**

An employer should avoid covert and excessive monitoring of employees. Under the DPA and the ECHR, employees are entitled to privacy, which generally means that employers must balance their need to monitor employees for the purposes of protecting their business against the individual employee’s right to privacy. Each case would be decided on its particular circumstances.

The Irish whistleblowing legislation, the Protected Disclosures Act 2014, protects employees from penalisation arising out of reporting actual or possible wrongdoing. In addition, the employer should keep in mind its obligations under data protection legislation when processing personal data, including that such data is kept secure and, where applicable, obligations arising under the e-Privacy Regulations and under the NISD (when implemented). Employees should be made aware, typically by means of a written company policy or relevant provision in the employment contract, of such obligations and their duty to adhere to such obligations on behalf of the company.

**7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?**

No. Whistleblowing laws do not limit or prohibit such reporting by an employee; instead, they are intended to protect the employee from penalisation following his/her making such a report to the employer.

**8 Investigatory and Police Powers**

**8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.**

Under the 2017 Act, the Irish police force (generally operating out of the Garda National Economic Crime Bureau) is given a relatively broad authority to investigate cybersecurity Incidents or suspected activity. Specifically, a warrant is obtainable so as to enter and search a premises, and examine and seize (demanding passwords, if necessary) anything believed to be evidence relating to an offence, or potential offence, under the 2017 Act, from a District Court Judge on foot of a suitable Garda statement, on oath.

**8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?**

There are no requirements under Irish law for organisations to implement backdoors to their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys.
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Chapter 15

Israel

Pearl Cohen Zedek Latzer Baratz

1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)
Section 4 of the Israeli Computers Law, 5755-1995 criminalises unlawful intrusion into computer material. The term “intrusion into computerized material” is defined in the statute as “intrusion by communicating with or connecting to a computer, or by operating it, but excluding intrusion that constitutes wiretapping” under the Israeli Wiretap Law, 5739-1979. This offence carries a maximum penalty of three years’ imprisonment.

Section 5 of the Computers Law penalises intrusion into computer material committed in furtherance of another predicate felony. The maximum penalty for this offence is five years’ imprisonment.

A 2017 landmark Supreme Court judgment broadly interpreted the boundaries of the term “intrusion into computerized material” to cover any access to a computer absent the owner’s permission or some other legal authority. Prosecutions of this offence are becoming more abundant, such as with disgruntled former employees hacking into their former employer’s systems, hackers hacking into web-connected cameras, terrorism-oriented hacking and bank account hacking.

Denial-of-service attacks
Denial of service attacks fall within the scope of Section 2 of the Israeli Computers Law, which penalises any obstruction to the ordinary operation of a computer or interference with its use. The maximum penalty for this offence is five years’ imprisonment.

Phishing
Phishing falls within the scope of two traditional offences codified in the Israeli Penal Law, 5737-1977, the first being receipt of something by fraud (Section 415 of the Penal Law). This offence is punishable by a maximum term of three years in prison, but if the offence is committed in aggravating circumstances, the maximum punishment is five years in prison. The second offence is receipt of something by ploy or by intentional exploitation of another person’s mistake (Section 416 of the Penal Law), punishable by up to seven years’ imprisonment. These offences have been the subject of indictments such as online bank account phishing and Facebook account phishing.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
Section 6 of the Israeli Computers Law criminalises the programming or adaptation of a computer program for the purpose of unlawfully performing any one of six enumerated acts. Among the enumerated acts is interfering with the ordinary operation of a computer, impacting the integrity of computerised content, facilitating unlawful intrusion into computers or invading a person’s privacy. This offence is punishable by up to three years’ imprisonment. The act of trafficking in or installing such computer programs is punishable by up to five years in prison. Developers and distributors of spyware, worms, trojans and viruses have been prosecuted under these provisions.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)
The installation of software or other tools used to commit cybercrime is an offence under Section 6 of the Israeli Computers Law. This also applies to hardware with a firmware component. While mere possession is likely not an offence, it may amount to an attempt to commit the offence. An attempt is punishable by the same prison term prescribed for the completed offence.

Identity theft or identity fraud (e.g. in connection with access devices)
Identity theft or identity fraud can give rise to two traditional offences codified in the Israeli Penal Law, 5737-1977 – receipt of something by fraud and receipt of something by ploy, both discussed above. In addition, using the identity credentials of another person can give rise to the offence of impersonating another person with intent to defraud, codified in Section 441 of the Israeli Penal Law and punishable by up to three years in prison.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)
Electronic theft can give rise to the traditional offence of larceny codified in the Israeli Penal Law, punishable by up to three years in prison, or up to seven years if the stolen property is valued at ILS 500,000 or more. Theft by an employee is a more egregious offence, punishable by up to seven years’ imprisonment. If the theft involves data whose confidentiality was compromised by the theft, and the confidentiality arises from an obligation under law, the theft amounts to a criminal invasion of privacy punishable by up to five years’ imprisonment.

Copying, importing, renting out or distributing infringing copies of copyrighted material, as well as possession of such copies for the purpose of trafficking are offences under the Israeli Copyright Law, 5768-2007. If they are committed in a commercial scope, these are punishable by up to five years’ imprisonment.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data
Other activities that adversely affect or threaten the security, confidentiality, integrity or availability of any IT system,
Failure by an organisation to implement cybersecurity measures

Under the Israeli Protection of Privacy Law, 5741-1981, certain organisations are required to appoint an information security officer. Details can be found in the answer to question 4.2 below. Under Section 31A(a)(6) of the Israeli Protection of Privacy Law, failure to appoint an information security officer where such is mandated by the law is a strict liability offence punishable by up to one year in prison.

1.2 Do any of the above-mentioned offences have extraterritorial application?

The above offences have extraterritorial application in three main scenarios. First, if the offence was only partially committed outside Israel, the conduct will be fully captured by the above offences.

Second, if preparations to commit the offence, an attempt to commit it, inducement of another to commit the offence, or conspiracy to commit the offence were performed outside Israel, but the completed offence would have been committed in whole or in part in Israel, then the conduct will be fully captured by the above offences.

Finally, where an offence was committed outside Israel but was targeted against the State of Israel in the broad sense of the phrase (e.g., against national security, the State’s regime, the State’s property or economy), or was committed by an Israeli resident or citizen, then the conduct will be fully captured by the above offences.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

The traditional affirmative defences to criminal culpability also apply to these offences. These defences include necessity, duress and self-defence, yet the bar is rather high to meet. Additionally, both prosecutorial discretion and sentencing guidelines would take into account mitigating factors such as the severity of the conduct, the degree of wilfulness, the scope of harm or affected victims, the motives, etc.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Several other criminal offences which in themselves are not specific to cybersecurity have been used to indict defendants in Israel. Under the specific circumstances of those cases, those charges were applied to cybersecurity matters or to Incidents.

In a recent case, the State of Israel indicted a former employee of an Israeli cyber company in the cyber intelligence business. The defendant was charged with misappropriating intellectual property of the company, and for marketing export-controlled materials without a defence marketing licence, an offence under section 32 of the Defense Export Control Law, 5767-2007.

In the criminal case of Israel v. Abu Atza, the defendant was accused of breaking into a victim’s car and stealing her handbag, which contained her smartphone. He allegedly published intimate photos of her which he found on her phone, posting them on her own Instagram account. He was also indicted for sexual harassment, an offence under section 3 of the Prevention of Sexual Harassment Law, 5758-1998.

In the case of Israel v. Oyda, the defendant, a resident of the Gaza Strip, used software named “Website Hacking” to access the Israeli Police’s website and display live streams of traffic cameras in order to gather intelligence against the State of Israel. The defendant had also accessed drone telecommunications for these purposes. He was also indicted with and convicted of membership and activity in an illegal organisation, an offence under section 85 of the Defense Regulations, and espionage, an offence under section 112 of the Penal Law.

In the case of Israel v. Massrawa, the defendant used usernames and passwords he collected through a phishing scam, in order to access victim bank accounts and transfer funds from those accounts. He was also indicted with and convicted of money laundering, an offence under section 3 of the Prohibition on Money Laundering Law, 5760-2000.

In the case of Israel v. Mualem (decided on June 30, 2016), the defendant installed monitoring software called “SpyPhone” on personal phones of victims, at the requests of private investigators. The defendant was charged with and convicted of assisting wiretapping without proper authority, an offence under section 2 of the Wiretap Law.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

Laws applicable to cybersecurity include the Israeli Computers Law, the Protection of Privacy Law, the Penal Law, the Defense Export Control Law, the Regulation of Security in Public Bodies Law, and the recently proposed Cyber Defense and National Cyber Directorate Bill.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The Regulation of Security in Public Bodies Law authorises the Israeli Security Agency and the National Cyber-defense Authority to issue binding directives to organisations operating critical infrastructures on matters related to information security and cybersecurity, and inspect such organisations’ compliance with those directives.

Organisations subject to this regime include telecom and internet providers, transportation carriers, the Tel Aviv Stock Exchange, the Israeli Internet Association, utility companies and others.
2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Aside from the cybersecurity requirements applicable to critical infrastructures as explained in the preceding question, the Protection of Privacy Regulations (Data Security), 5777-2017, is an omnibus set of rules. It requires any Israeli organisation that owns, manages or maintains a database containing personal data to implement prescriptive security measures, whose main objective is the prevention of Incidents. These include, for example, physical security measures, access control measures, risk assessment and penetration tests. The regulations classify databases into four categories (basic, intermediate, high and those held by individuals), with each subject to an escalating set of information security requirements.

The regulations also require organisations to monitor and document any event that raises suspicion of compromised data integrity or unauthorised use of data. Additionally, organisations that hold certain sensitive information are required under the data security regulations to implement an automated audit mechanism to monitor any attempt to access information systems that contain personal data. Sensitive information covers information regarding an individual’s private affairs, including: individuals’ behaviour in the private domain; health or mental condition; political opinions or religious beliefs; criminal history; telecommunication meta data; biometric data; financial information regarding individuals’ assets, debts and economic liabilities; and consumption habits of an individual which may be indicative of the above-mentioned types of data.

In addition, financial institutions and insurance companies are required to operate a security operation centre tasked with monitoring, detecting and mitigating cybersecurity risks.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Use of certain information security measures may constitute telecommunication wiretapping or invasion of privacy. The Israeli Protection of Privacy Law prescribes a number of affirmative defences to invasion of privacy, which are arguably inviolable in case of a conflicting legal requirement. Additionally, Section 64 of the proposed Cyber Defense and National Cyber Directorate Bill proposes an exemption from liability for unlawful wiretapping, invasion of privacy, or intrusion into computers, if an organisation takes steps in furtherance of cybersecurity, maintains a cybersecurity policy and is transparent to affected individuals about its use of cybersecurity measures.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

There are several provisions according to which certain organisations are required to report Incidents.

First, under the Israeli data security regulations, any organisation that is subject to the intermediate security level or the high security level is required to notify the Protection of Privacy Authority (the Israeli privacy regulator) of the Incident. The notification must state the measures taken to mitigate the Incident.

The intermediate security level applies to public agencies, organisations that hold sensitive information and data brokers. The high security level applies to organisations that hold sensitive information or data brokers, in each case of at least 100,000 data subjects or with more than 100 persons with access credentials.

Second, financial institutions and insurance companies are required to report Incidents pursuant to regulatory guidelines by the Israeli Banking Regulator, and insurance companies are required to report to the Israel’s Capital Market, Insurance and Savings Authority within the Ministry of Finance.

There are no formally defined defences or exemptions by which an organisation might prevent publication of information relating to an Incident.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Voluntarily sharing information about an Incident with the Israeli privacy regulator is a permissible practice that the Israeli privacy regulator encourages in the present cybersecurity landscape. If the Incident eventually turns out to be one for which a notification to the regulator was required, the Israeli privacy regulator will tend to view the voluntary early disclosure as a mitigating factor in regulatory action it might take.

Sharing information about an Incident with a foreign authority is the de facto result of non-Israeli data breach notification laws with a long reach, such as the GDPR and state data breach laws in the United States.

Finally, sharing information about an Incident with other private sector organisations or trade associations in Israel raises anti-trust issues, but is conditionally permissible pursuant to the Anti-Trust Commissioner’s opinion from 2017, if the information shared does not pertain to the business activities of the organisation.
2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

In certain circumstances, the Israeli privacy regulator may order the organisation after consultation with the Head of the National Cybersecurity Authority, to report the Incident to all affected data subjects. No test case has triggered this to date and thus the particulars of this issue are not yet known.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The data breach notification obligation, as applied by the Israeli data security regulations, depends on the database’s security level, which in turn depends on the nature of the information it stores. See the answer to question 2.5 for more information. Yet if the breached data is not capable of identifying an individual, then the Incident need not be reported, since it does not pertain to regulated “personal data”.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The Israeli privacy regulator is responsible for enforcing the data security regulations. The Banking Supervisor at the Bank of Israel is responsible for enforcing the data breach rules relating to Incidents in banks and credit card companies. The Supervisor of Capital Markets, Insurance and Savings within the Israeli Ministry of Finance is responsible for enforcing the data breach rules relating to Incidents in insurance companies.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

There are currently no penalties imposable by the Israeli privacy regulator for failing to comply with the data breach notification requirement. A proposed amendment to the Israeli Protection of Privacy Law would empower the regulator with authority to impose penalties.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

Recently, the Israeli privacy regulator investigated a data breach revealed in an Israeli company in the business of vehicle location monitoring. The data breach was revealed by an anonymous hacker, who exploited a security vulnerability in the company’s website. The regulator launched enforcement action against the company and concluded that it had violated the Israeli data security regulations by not providing a timely notice to the regulator about the Incident.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Among those considered to be investing the most resources in cybersecurity are banks and credit card companies. This is likely due to them operating in a heavily regulated environment with a highly risk-averse regulator. At the other end of the spectrum are many small and medium businesses that often lack the resources for or awareness to, cybersecurity and compliance with the Israeli data security regulations.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Banks and credit card companies are subject to the cybersecurity requirements laid down by the Supervisor of Banks at the Israeli Central Bank. One of the operative requirements for banking corporations and credit card companies is to appoint a cyber-defence manager and define the board of directors’ responsibilities in this realm. They are required to continuously examine the effectiveness of the various cyber-defence controls that they have established – using tools such as vulnerability reviews and controlled-intrusion tests.

Insurance companies and investment firms are subject to the cybersecurity requirements laid down by the Supervisor of Capital Markets, Insurance and Savings. They are required, for instance, to approve, at least once a year, a corporate policy on cybersecurity risk management. They must appoint a chief cybersecurity officer and conduct an annual assessment of the suitability of defensive measures to the organisation’s overall cybersecurity risks.

The Regulation of Security in Public Bodies Law authorises the Israeli Security Agency and the National Cyber-defense Authority to issue binding directives to telecom organisations operating critical infrastructures on matters related to information security and cybersecurity. These directives are not published.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

There has yet to develop any Israeli case law on the issue of directors’ liabilities relating to cybersecurity, and the Israeli Securities Authority has not published any guidelines on the matter. However, cybersecurity guidelines issued by the Supervisor of Banks and the Supervisor of Capital Market, Insurance and Savings do specifically impose duties of oversight on the board of directors of these covered entities. Failure to so do may amount to the directors breaching their duty of care.
4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Under the Israeli Protection of Privacy Law, certain organisations are required to appoint an information security officer. These organisations include public agencies, service providers who process five or more databases of personal data by commission for other organisations and organisations that are engaged in banking, insurance and credit evaluation.

Organisations that are subject to the Israel data security regulations must establish and maintain procedures for Incident response.

Organisations that are subject to the intermediate or high security levels under the data security regulations are required to perform cyber risk assessments. Organisations that are subject to the high security level are also required to conduct assessments to identify cybersecurity risks.

Any organisation that is subject to the data security regulations is required to oversee and supervise its vendors’ data security compliance on an annual basis.

Finally, organisations that are subject to the high level of security are required to perform penetration tests once every 18 months.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g., to listing authorities, the market or otherwise in their annual reports)?

All publicly traded companies are required to include in their periodic reports details of all types of risks that the company is exposed to in light of their line of business, the environment in which they operate and the characteristics unique to their operations. A recent research found that nearly half of the top 125 companies traded on the Tel Aviv Stock Exchange did not report cybersecurity as a risk.

The Israeli Securities Authority has not issued guidelines on the requirement of immediate market disclosure as applied to an Incident. Yet the existing requirements for immediate market disclosures in case of material events are arguably sufficient to capture Incidents that may have a material impact on a reasonable investor in a publicly traded company.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

We are not aware of other requirements.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

The most prominent civil action that may be brought against a legal entity in relation to an Incident is class action lawsuit in accordance with the Israeli Class Action Law, 5766-2006.

In order for the court to certify a class action suit, the representative plaintiff must prove that: (1) the action raises substantive questions of fact or in law common to all members of the putative class that were affected by the Incident, and that it is reasonably possible that such questions will be resolved in the class’s favour; (2) under the circumstances of the case, a class action is the efficient and fair method to dispose of the dispute; (3) there are reasonable grounds to assume that the interests of all members of the class will be appropriately represented and conducted; and (4) there are reasonable grounds to assume that the interest of all members of the group will be represented and conducted in good faith.

In addition, any person or legal entity that suffered damages related to an Incident may assert a personal civil action based on several applicable laws; for example – invasion of privacy in accordance with the Protection of Privacy Law or for negligence in accordance with the Israeli Torts Ordinance.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

The Incident involving the vehicle monitoring company described in the answer to question 2.11 above has led to at least two class action suits filed against the company, alleging that the company negligently failed to safeguard consumer information.

In September 2017, a similar class action lawsuit was filed against Leumi Card Ltd., an Israeli credit card issuer, following a severe Incident in 2014 where former company employees had stolen vast amounts of information on credit card holders and tried to extort millions of shekels from the company. The class action lawsuit alleges that the company negligently failed to safeguard consumer information.

In April 2011, the Herzliya Magistrate Court awarded ILS 400,000 to a plaintiff for damages he suffered after the defendants infected his personal computer with a Trojan in the wake of a family dispute.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

A person or entity responsible for safeguarding data against an Incident may arguably be liable in tort for failing to take the security measures required under the Israeli data security regulations in negligence or the tort of breach of a legal duty.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out insurance against Incidents, and it is in fact becoming more common.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no noteworthy regulatory limits.
Israel

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

Israeli legislation does not specifically address the issue of monitoring and accessing employees’ communications and files. This legislative gap has been filled by case law, the most notable being a judgment delivered by the Israeli National Labor Court in 2011, known as the Isakov case. The judgment expounded Israeli privacy law as applied to employers monitoring and accessing employees’ communications and files. The decision sets forth the boundaries of permissible access to employee’s email communications. The ruling also sets forth a stringent set of pre-requisites and conditions for permissible access. There are no specific requirements under Applicable Law regarding the reporting of cyber risks or Incidents by employees. Such requirements can be contractually stipulated in an employment agreement. Arguably, they can also be interpreted, in appropriate circumstances, to be part of an employee’s general fiduciary obligations towards the employer or part of an employee’s duty to act in good faith.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

We are not aware of any such laws.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

The Israeli Police is empowered with general authority to investigate crimes and to seize documents, objects and computer materials that can potentially serve as evidence relating to the commission of a crime. Seizure of computers and computer material used by a business for investigation purposes requires a court order. The Israeli privacy regulator has investigative powers relating to violations of the Israeli Protection of Privacy Law, including issues relating to the cybersecurity of databases containing personal data. The Israeli Wiretap Law authorises investigative and security authorities to surreptitiously obtain the content of real time communications, for national security purposes or for the purpose of preventing and investigating serious crime. Wiretaps sought for preventing and investigating serious crime are subject to court approval, which in exceptional cases can be sought after the fact.

The Israeli Telecommunications Law provides police and various other investigative bodies with the authority to apply to the court of lowest instance in Israel to seek a comprehensive order to surreptitiously receive metadata (but not the content) of telecommunications, for the purpose of search and rescue, investigating or preventing crime, or seizing property. If metadata is required urgently and a court order cannot be obtained in time, such metadata may be obtained for a limited period of 24 hours, without a court order, subject to approval by a senior police officer.

Recently, a proposal for a Cyber Defense and National Cyber Directorate Bill was published. It proposes granting far-reaching and unprecedented powers to the National Cyber Directorate, such as compelling organisations to produce any information or document required to handle cyber-attacks and authority to issue instructions to organisations, including instructions to carry-out acts on the organisation’s computerised material, for the purpose of handling cyber-attacks.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Section 11 of the General Security Service Law, 5762-2002 (the statute governing the operation of the Israeli Security Agency, colloquially known as “Shabak” or “Shin Bet”), grants the Prime Minister sweeping powers to order that metadata and non-real time telecommunications be retained by telecom providers and surreptitiously made available to the Shabak.

Section 13 of the Communications Law (Telecommunication and Broadcasts), 5742-1982, provides that the Prime Minister may order telecom service providers to render services to police, security agencies and intelligence agencies, and to have the providers install devices, take measures or adapt their facilities to assist the authorities.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)

Unauthorised access to a computer or telecommunications system (Article 615 ter, Code of Criminal Law). This crime requires a person to obtain access to a protected information or telecommunications system against the express or implied consent of the individual entitled to exclude third parties from gaining such access. The punishment is imprisonment for up to three years.

Digital fraud or fraud (Article 640 ter, Code of Criminal Law). This crime occurs when whoever – knowingly and with intent to defraud – tampers with one or more digital devices, unlawfully using information, data or software on a digital device, in order to gain money and harm someone else. The punishment is imprisonment for between six months and three years.

Fake identity (Article 494, Code of Criminal Law). The article at hand is applicable to real identities as well as digital identities; the relevant crime is perpetrated when someone falsely and wilfully represents himself or herself to be someone else. The punishment is imprisonment for up to one year.

Illegal possession and diffusion of passwords to digital systems (Article 615 quater, Code of Criminal Law). This crime is perpetrated when a person intentionally discloses, or attempts to disclose, to any other person, the contents of any wire, verbal, or electronic communication, knowing or having reason to know that the information was obtained through the interception of a wire, verbal, or electronic communication in breach of this provision. The punishment is imprisonment for up to one year.

Unauthorised access to a computer or telecommunications system (Article 615 ter, Code of Criminal Law) – see above.

Damage of digital information, data or software (Article 635 bis, Code of Criminal Law) – see above.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

Illegal possession and diffusion of passwords to digital systems (Article 615 quater, Code of Criminal Law) – see above.

Identity theft or identity fraud (e.g. in connection with access devices)

Digital fraud or fraud (Article 640 or 640 ter, Code of Criminal Law) – see above.

Fake identity (Article 494, Code of Criminal Law) – see above.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Unlawful disclosure of secret professional information (Article 622, Code of Criminal Law). This crime requires an individual to purposefully disclose any kind of secret information that she or he knows because of her/his profession or job. The punishment is imprisonment for up to one year.

Unauthorised access to a computer or telecommunications system (Article 615 ter, Code of Criminal Law) – see above.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Unlawful interception and destruction of communications (Article 616, Code of Criminal Law). This crime is perpetrated when a person opens, steals or destroys correspondence, including emails, not addressed to him or her. The punishment is imprisonment for up to one year.

Unlawful interception, distortion, falsification, destruction of communications (from Article 617 bis to 617 sexies, Code of Criminal Law). These different offences, punished through several articles, occur when a person opens, steals or destroys correspondence, including emails, not addressed to him or her, even with software, malware or any kind of digital tools having one of those purposes. The punishment is imprisonment for between six months/one year and four years.

Unlawful disclosure of mails (Article 618, Code of Criminal Code). This crime is perpetrated when a person intentionally discloses, or endeavours to disclose, to any other person, the contents of any wire, verbal, or electronic communication, knowing or having reason to know that the information was obtained through the interception of a wire, verbal, or electronic communication in breach of this provision. The punishment is imprisonment for up to six months.
Failure by an organisation to implement cybersecurity measures
From Article 167 to Article 172 of the Data Protection Code – as amended and supplemented by the European General Data Protection Regulation (GDPR) – criminal penalties, such as imprisonment from six months to six years, are expressly provided in case of:
- unlawful data processing (where breaches pertain to, for example, information notice, consent, sensitive data, traffic data, location data, unsolicited communications and so on);
- untrue statements and notifications submitted to the Italian Personal Data Protection Authority;
- failure to comply with the security measures set out by the Data Protection Code; and
- failure to comply with regulations issued by the Italian Personal Data Protection Authority and other mandatory obligations pertaining to employees' personal data protection.

Furthermore, the Data Protection Code expressly states that being convicted of any of the offences above shall always entail publication of the relevant judgment.

1.2 Do any of the above-mentioned offences have extraterritorial application?

All the offences mentioned at in the answer to question 1.1 have extraterritorial application if the victim is an Italian citizen or if the criminal conduct has been at least partially taken place in the Italian territory (Article 6 of the Code of Criminal Law).

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

When the Applicable Law is the NIS Directive/Decree No. 65/2018, there is a mitigation (a ⅓ reduction of the penalty) in case there are security measures put in place. According to the GDPR, there are also some mitigations in case of compliance with security standards. Furthermore, Law No. 48/2008, which ratified the 2001 Budapest Convention on Cybercrime, updated both the Data Protection Code and Legislative Decree No. 231/2001 and introduced corporate criminal liability in connection with cyber and computer crimes committed in the interest of the company. However, companies may shield themselves from liability arising from the commission of crimes if, among other things, prior to the crime’s commission, they adopt and effectively implement a compliance model designed to prevent crimes of the same kind as the one committed.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

In the Italian jurisdiction, a draft act has been proposed; if it is passed, legal hacking by police in case of investigations of suspects of the most serious crimes like terrorism and mafia activity shall be allowed.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

Over the last 20 years, Italy has been developing a new framework of laws (which are often driven by international regulations and other countries’ experiences) on cybersecurity matters. Below is a brief summary of each regulation:
- Italian Criminal Law: as mentioned above, cybersecurity is also taken into account in Legislative Decree No. 231/2001 and Law No. 48/2008, which introduced corporate criminal liability in connection with cyber and computer crimes perpetrated in the interest of the company.
- GDPR and Italian implementation (Legislative Decree No. 101/2018): also known as the General Data Protection Regulation, European Regulation 2016/679 concerns the protection of individuals with regard to the processing of personal data and the free movement of such data. The Italian implementing legislation of GDPR (Legislative Decree No. 101/2018) shall be enforceable from 21 November 2018.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The Italian legislation implementing the NIS Directive is Legislative Decree No. 65/2018, which was approved on 16 May 2018 but is only enforceable from 24 June 2018. Like the Directive, the Decree promotes risk management activities and specific duties of reporting of security Incidents in the main critical infrastructure sectors and introduces standards and measures in order to improve the national cybersecurity system.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Regarding such measures, Article 14 NIS Directive and Article 32 GDPR have several features in common. Article 14 NIS Directive, as well as the Article 14 Paragraph 1 of the implementing Legislative Decree No. 65/2018 (with exactly the same wording) states that operators of critical infrastructure take appropriate and proportionate technical and organisational measures to manage the risks posed to the security of network and information systems.
systems which they use in their operations. With regard to the state of the art, those measures shall ensure a level of security of network and information systems appropriate to the risk posed.

Article 32 GDPR – Security of Processing requires all organisations to ensure a level of security appropriate to the risk, taking appropriate technical and organisational measures, which include ongoing confidentiality, integrity, availability and resilience of IT systems, the capacity to restore the availability of and access to IT systems in the event of a physical or technical Incident, regular testing, assessment and evaluation of the measures to manage and secure IT systems.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

There are some issues regarding the former regulatory framework and the new framework of laws.

1) There are several notifications required to be made for a single IT Incident or data breach to different authorities according to the following list of European regulations that are applicable in Italy:
   - notification of data breaches – Article 33 GDPR, which states that companies must notify data breaches to the Italian Data Protection Authority and to individuals when such breaches affect the rights and freedoms of personal data subjects involved in a breach;
   - notification of data breaches – Articles 14–16 NIS Directive and Articles 12–14 Legislative Decree No. 65/2018, which state that companies must notify data breaches to the Computer Security Incident Response Team (CSIRT), the Data Protection Authority and individuals when such breaches affect the rights and freedoms of personal data subjects involved in a breach;
   - Circular No. 285 of 17 December 2013, which mandates a notification to the Bank of Italy and the European Central Bank in case of data breaches in the Italian banking sector.

2) According to the GDPR and the NIS Directive, organisations could potentially be fined twice, because the relevant requirements overlap in many places, which has inevitably led to several questions that judges will have to deal with.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

The circumstances in which this reporting obligation is triggered are as follows:

- Data breach according to the GDPR.
- IT Incident according to Legislative Decree No. 65/2018.
- IT Incident according to Bank of Italy regulations (Circular No. 285 of 17 December 2013).
- IT Incident of digital signature according to Regulation (EU) No. 910/2014.

The regulatory or other authorities to which the information is required to be reported are as follows:

- GDPR: within 72 hours to the Data Protection Authority.
- Legislative Decree No. 65/2018: as soon as possible to the Italian CSIRT.
- Circular No. 285 of 17 December 2013: as soon as possible to Bank of Italy.
- Regulation (EU) No. 910/2014: within 24 hours to AgID (Agency for Digital Italy).

The nature and scope of information that is required to be reported are as follows:

- GDPR: categories of involved data, measures taken before the Incident and recovery plan.
- Legislative Decree No. 65/2018: type of Incident, measures taken before the Incident and recovery plan.
- Circular No. 285 of 17 December 2013: type of Incident and recovery plan.

The exemptions by which the organisation might prevent publication of that information are as follows:

- GDPR: personal data unintelligible to any person who is not authorised to access it, as in encryption.
- Legislative Decree No. 65/2018: none.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Article 18 Legislative Decree No. 65/2018 (voluntary notification) provides that any company, even if is not listed as a critical infrastructure operator, can notify the competent authority of any breach which may a significant impact on the continuity of its services.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

As mentioned at question 2.4, currently several regulations provide for notifications to be made to data subjects in case of IT Incidents. The Applicable Laws are the following:

- Notification of data breaches as well as Article 34 GDPR, Articles 14–16 NIS Directive and Articles 12–14 Legislative Decree No. 65/2018 provide for companies to notify individuals of IT Incidents when such Incidents affect the rights and freedoms of personal data subjects who are involved in the breach.
2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The responses to questions 2.5 and 2.7 do not change if the information includes the listed items.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The Italian Data Protection Authority (Garante per la protezione dei dati personali), is an independent administrative authority set up by the so-called Privacy Law (Law No. 675 of 31 December 1996) and subsequently regulated by the Data Protection Code.

Article 7 of the implementing Legislative Decree provides a list of Italian ministries designated for each sector, regulated by Article 8 NIS Directive:

- the Ministry of Economic Development for the energy sector;
- the Ministry of Infrastructure and Transport for infrastructure;
- the Ministry of Economics and Finance for the bank sector and stock exchanges;
- the Ministry of Health for the healthcare sector; and
- the Ministry of Environment for the environmental sector.

All ministries are in charge of controlling, monitoring and regulating the implementing legislation and keeping this innovative regulation updated.

Furthermore, according to Legislative Decree No. 65/2018, the Italian Presidency of the Council of Ministers is implementing the CSIRT.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

- In case of a lack of implementation of appropriate technical and organisational measures to ensure a level of security which is adequate for the risk (Article 32 GDPR) or missed notification of a data breach (Article 33 GDPR), a company can be subject to administrative fines of up to 10,000,000 EUR, or up to 2% of the total worldwide annual turnover of the preceding financial year, whichever is higher.

- According to Legislative Decree No. 65/0218, in case of omitted measures, a company can be fined in the range of 12,000 to 120,000 EUR. In case of an omitted notification of an IT Incident to the Italian CSIRT, a company can be fined in the range of 25,000 to 125,000 EUR.

- Electronic Identification, Authentication and Trust Services (eIDAS): an omitted notification to the AgID and violations of the provisions can be fined by the Authority in the range of 40,000 to 400,000 EUR according to Article 32 bis of the Digital Administration Code (also known as CAD).

- Circular 285/2013: for omitted notifications to the Bank of Italy it is provided that an Italian bank can be fined from 2,400 to 129,210 EUR according to Article 144 of the Consolidated Law on Banking (also known as TUB).

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

It must be noted that on 11 May 2017, even before the application of the European Regulations, an Italian Telecommunication Company (Wind Tre S.p.A.) was fined by the Italian Data Protection Authority for having breached its duty of notification to individuals affected by a personal data breach.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

The financial services and telecommunications sectors are focused on IT security more than others. In fact, there are authorities entrusted with specific oversight in some areas, e.g.: IVASS – the Institute for the Supervision of Insurance Companies; Bank of Italy – which supervises banks and non-banking intermediaries entered in specific registers; and AGCOM – the communications authority.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

As previously mentioned, the NIS Directive was implemented into Italian legislation by Legislative Decree no. 65/2018, which is the main law focused on these two specific sectors.

For the financial services sector, in particular focusing on Italian banks, reference can be made to Circular No. 285 of 17 December 2013, which provides a notification to the Bank of Italy and the European Central Bank in case of data breaches in the Italian banking sector.

For insurance companies, Regulation No. 38 of 3 July 2018 of IVASS provides specific cybersecurity measures for Italian insurance companies.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

According to the GDPR and the NIS Directive, accountability is the main principle that the liability of a company is based on and then, if necessary, responsibilities of managers and directors would be scrutinised in relation to their duties, in case of lack of measures and cyber-resilience. Under Italian corporate law, company directors are required to manage the company in compliance with the duties imposed on them both by law and by the company’s articles of association. Pursuant to Article 2392 of the Civil Code, the members of the board of directors of a stock company are jointly liable to the company for damage arising from the breach of duties imposed on them either by the law or by the company’s articles of association.
4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

(a) No, there is no requirement about designating a CISO.
(b/c/d) According to the GDPR, NIS Directive and Legislative Decree No. 65/2018, in Italy, companies must have policies and conduct risk assessments and penetration test/vulnerability assessments in order to be compliant with Article 32 GDPR which provides implementation of appropriate technical and organisational measures to ensure a level of security appropriate to the risk. Differently, according to the NIS Directive there is a duty to cooperate nationally in case of an Incident, which means that companies in both sectors must implement a policy to respond correctly.

As aforementioned, Legislative Decree No. 65/2018 does not provide for any additional rules in this case.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Legislative Decree No. 101/2018 recalls Articles 33 and 34 of the GDPR, which require data controllers to report personal data breaches to a supervisory authority without undue delay and, where feasible, within 72 hours of breach discovery. Additionally, data controllers must also communicate to the affected EU citizens if there is a high risk that the breach will affect their rights and freedoms.

In Italy, there are several secondary laws and regulations which improve the implementation of IT security measures in some businesses. Certainly, the financial sector is one of the most focused on cybersecurity, because nowadays all financial transactions are digitalised. For reference, please see, e.g.:
- Regulation No. 38 of 3 July 2018 of IVASS (Institute for the Supervision of Insurance Companies).

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

The Italian Protection Authority has already provided for telecommunications companies (2013) and public administrations (2015) the obligation of notification of data breaches to the Authority. Currently, all of them are under the European legislation (NIS Directive and GDPR). In particular, on 16 May 2018 a case was decided for the most important Italian telecommunication company (Tim S.p.A.), which was fined 960,000 EUR for two different violations: 1) for having unlawfully processed personal data of a client, who was registered with 826 mobile phone numbers; and 2) for having been affected by a data breach which in 2013 caused the disclosure of personal data of some clients on web accounts of other clients.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

One of the key concepts of the innovative legislative framework of the European privacy law is accountability. The fundament of this responsibility is that companies should be compliant with some general principles stated by the GDPR and NIS Directive (Legislative Decree No. 65/2018).

One of those principles concerns the duty of companies to take organisational measures that must ensure a level of security adequate to the risk posed in every specific core business (Article 32 GDPR and Article 14 Legislative Decree No. 65/2018). Management must also prevent and minimise the impact of Incidents that affect systems so that the continuity of services is not affected.

In case of cyber Incidents, companies – in order to exclude their liability – should be in a position to provide sound evidence they have prepared and enforced policies/procedures and security practices as part of their compliance process.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, any company is allowed to take out insurance against cyber Incidents. As expected, new privacy regulations have been a catalyst for accelerated growth of cyber-insurance in the European market, where demand has been always incomparable to the US market, which is the largest. As well as in the rest of Europe, the Italian cyber-insurance trend is growing rapidly, but it is not increasing enough compared to the United States.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

The most important regulatory limitation is that cyber-insurance cannot cover penalties imposed by the law.
7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

The surveillance and other monitoring tools of employees are subject to the application of Article 4 of Law no. 300/1970, implemented by Legislative Decree 151/2015.

Article 4 of the Italian Workers’ Statute of Rights (Law no. 300/1970) prevented the use of any technical or mechanical control over employees’ activity until September 2015, when the Italian Jobs Act introduced some significant changes. On one side the approach of Article 4 has been confirmed, and the use of instruments and equipment which are specifically aimed at controlling employees is still prohibited. Similarly, the new rules confirmed that those instruments and equipment which are potentially able to remotely monitor employees are allowed only to the extent they are required to satisfy organisational, production-related or security needs, and provided that their use is agreed upon with the Trade Unions or authorised by the Labour Inspectorate.

Moreover on 1 March 2007, the Italian Data Protection Authority issued the Guidelines for the use of email and internet services where some important rules are established in order to regulate the data processing by the company. In particular, it has been confirmed that the employer has the power to control data processing to the extent that:

- a dangerous situation – even a potential one – cannot be prevented through prior technical interventions;
- the control is of the overall consolidated data processed by a business unit or a particular office (i.e.: administration, sales, finance and the like);
- the control is concluded by issuing a general warning in the event that an abnormal use is detected; and
- the control is not prolonged for an undetermined time.

Regarding this principle, on 1 February 2018 the Data Protection Authority, which was handling a compliant of the employer has the power to control data processing to the extent that:

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

The Data Protection Authority inspection powers are laid out in Section 158 of Legislative Decree No. 196/2003. When investigating organisations, the Authority can request information and documents, although these requests are not legally binding. However, if there is no cooperation, and the organisation refuses access to its systems, the Authority can apply for a judicial order to carry out an investigation, even with the involvement of the tax police (Italian law enforcement officer competent for data protection). When carrying out formal inspections, the Data Protection Authority can demand copies of records and databases, which may be passed onto the judicial authorities. A report of the outcome is then published.

Law No. 179/2017, which is enforceable from 29 December 2017, expands existing whistleblowing protections to the private sector, requiring companies that have adopted formal compliance programmes pursuant to the mentioned Legislative Decree No. 231/2001 (corporate liability) to also implement a formal whistleblower programme. Specifically, the policy must provide for:

- more than one whistleblowing channel able to protect whistleblowers’ identities, of which at least one has to be computerised;
- the prohibition of acts of discrimination or retaliation against whistleblowers;
- disciplinary measures for those who retaliate against a whistleblower and for the whistleblowers who intentionally or with gross negligence file false or unsubstantiated reports of violations; and
- the confidentiality of a whistleblower’s identity to the extent permitted by Italian law.

There is no specific prohibition about IT security reports, but obligations of notifying and reporting must find a balance with requirements provided by Legislative Decree No. 179/2017.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

No, in the Italian jurisdiction there is no Disclosure Law, and one of the basic principles of the Italian Criminal Law is the privilege against self-incrimination and the presumption of innocence.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

As background, there are two main laws criminalising cyber attacks, namely (A) the Act on the Prohibition of Unauthorized Computer Access (the “UCAL”), and (B) the Penal Code.

(A) The UCAL imposes criminal sanctions on any person who makes an Unauthorized Access to a computer (an “Access Controlled Computer”), the access to and operation of which are under the control of an administrator (the “Access Administrator”).

An “Unauthorized Access” means any action which operates an Access Controlled Computer by either (i) inputting an identification code (shikibetsu-fugo) (e.g., password and ID) allocated to a user who is authorised to access the Access Controlled Computer (an “Authorized User”), without the permission of the Access Administrator or the Authorized User, or (ii) inputting any information (other than an identification code) or command which enables that person to evade control (e.g., cyber attack of a security flaw), without the permission of the Access Administrator (UCAL, Article 2, Paragraph 4).

The UCAL prohibits the following actions:

(a) an Unauthorized Access (Article 3);
(b) obtaining the identification code of an Authorized User to make an Unauthorized Access (Article 4);
(c) providing the identification code of an Authorized User to a third party other than the Access Administrator or the Authorized User (Article 5);
(d) keeping the identification code of an Authorized User which was obtained illegally to make an Unauthorized Access (Article 6); and
(e) committing the following acts by impersonating the Access Administrator or causing a false impression of being the Access Administrator: (a) setting up a website where the fake Access Administrator requests an Authorized User to input his/her identification code; or (b) sending an email where the fake Access Administrator requests an Authorized User to input his/her identification code (Article 7).

Any person who commits (a) above (Article 3) is subject to imprisonment of up to three years or a fine of up to JPY 1,000,000 (Article 11). Any person who commits (b) to (e) above (Articles 4 to 7) is subject to imprisonment of up to one year or a fine of up to JPY 500,000 (Article 12). However, if the person committing (c) (Article 5) does not know that the recipient intends to use the identification code for an Unauthorized Access, that person is subject to a fine of up to JPY 300,000 (Article 13).

(B) The Penal Code provides for criminal sanctions on the creation and provision of Improper Command Records which give improper commands, such as a computer virus, to a computer (fusei shirei denji-teki kiroku). “Improper Command Records” means (i) electromagnetic records that give a computer an improper command which causes the computer to be operated against the operator’s intention or to fail to be operated in accordance with the operator’s intention, and (ii) electromagnetic or other records which describe such improper commands.

Under the Penal Code, any person who creates or provides, without any justifiable reason, Improper Command Records or who knowingly infects or attempts to infect a computer with Improper Command Records is subject to imprisonment of up to three years or a fine of up to JPY 300,000 (Article 168-2). Any person who obtains or keeps Improper Command Records for the purpose of implementing such records is subject to imprisonment of up to two years or a fine of up to JPY 300,000 (Article 168-3).

In addition, the Penal Code provides for the following additional penalties:

(i) any person who obstructs the business of another by causing a computer used in the business to be operated against the operator’s intention, or to fail to be operated in accordance with the operator’s intention, by (a) damaging that computer or any electromagnetic record used by that computer, or (b) giving false information or an improper command to the computer, is subject to imprisonment of up to five years or a fine of up to JPY 1,000,000 (Article 234-2);

(ii) any person who gains or attempts to gain, or causes or attempts to cause a third party to gain, illegal financial benefits by (a) creating false electromagnetic records by giving false information or an improper command to a computer, or (b) providing false electromagnetic records, for processing by a third party, in either case in connection with a gain, a loss or a change regarding financial benefits, is subject to imprisonment of up to 10 years (Article 246-2); and

(iii) any person who creates, provides or attempts to provide electromagnetic records for the purpose of causing a third party to mistakenly administer matters which relate to rights, obligations or proofs of facts, is subject to imprisonment of up to five years or a fine of up to JPY 500,000. However, if the act relates to records to be made by public authorities or public servants, the penalty is imprisonment of up to 10 years or a fine of up to JPY 1,000,000 (Article 161-2).
Hacking (i.e. unauthorised access)

Hacking is an Unauthorized Access under the UCAL, punishable by imprisonment of up to three years or a fine of up to JPY 1,000,000.

If the hacking is made through Improper Command Records, it is also punishable under the Penal Code (please see question 1.1(B) above). In addition, if a business is obstructed by such hacking, the crime is punishable by imprisonment of up to five years or a fine of up to JPY 1,000,000,000 (Penal Code, Article 234-2).

Denial-of-service attacks

This carries the same penalties as hacking.

Phishing

Article 7 of the UCAL prohibits phishing, while Article 4 of the UCAL prohibits obtaining any identification code through phishing. These actions are punishable by imprisonment of up to one year or a fine of up to JPY 500,000 (Article 12).

In addition, any person who gains illegal benefits by using identification codes obtained by phishing is subject to imprisonment of up to 10 years under Article 246-2 of the Penal Code.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

This carries the same penalties as hacking.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

Any person who obtains or keeps Improper Command Records for the purpose of using such records is subject to imprisonment of up to two years or a fine of up to JPY 300,000 (Penal Code, Article 168-3).

As an example, nine persons were prosecuted for uploading software which contained a computer virus to an online storage system and which infected the computers of people who accessed the storage and downloaded the software from September to December 2016.

Identity theft or identity fraud (e.g. in connection with access devices)

This carries the same penalties as phishing.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

In addition to the criminal penalties applicable to phishing, electronic theft is penalised under the Unfair Competition Prevention Act. If a current or former employee (a) acquires a trade secret of the employer through theft, fraud, threat, or other illegal actions (the “Illegal Actions”), including an Unauthorized Access, or (b) uses or discloses a trade secret of the employer acquired through Illegal Actions, for the purpose of obtaining wrongful benefits or damaging the owner of the trade secret, that employee is subject to imprisonment of up to 10 years or a fine of up to JPY 20,000,000, or both (Article 21, Paragraph 1). In addition, if that employee commits any of the foregoing acts outside Japan, the fine is increased up to JPY 30,000,000 (Article 21, Paragraph 3).

Under the Copyright Act, any person who uploads electronic data of movies or music, without the permission of the copyright owner, to enable another person to download them, is subject to imprisonment of up to 10 years or a fine of up to JPY 10,000,000, or both (Article 119, Paragraph 1). Further, any person who downloads electronic data which is protected by another person’s copyright, and who knows of such protection, is subject to imprisonment of up to two years or a fine of up to JPY 2,000,000, or both (Article 119, Paragraph 3). In addition, any person who sells, lends, manufactures, imports, holds or uploads any device or program which may remove, disable or change technology intended to protect copyright (e.g., copy protection code), is subject to imprisonment of up to three years or a fine of up to JPY 3,000,000, or both (Article 120-2).

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

This carries the same penalties as electronic theft.

Failure by an organisation to implement cybersecurity measures

The UCAL requires Access Administrators to make efforts to manage the identification codes of Authorized Users, examine the validity of functions to control access to the Access Controlled Computer, and to implement necessary measures, including enhancing functions (e.g., encryption of codes, definite deletion of codes which have not been used for a long time, implementing a batch program to address a security hole, program updates, and appointing an officer for network security) (Article 8). However, there is no criminal sanction on a breach of these obligations.

1.2 Do any of the above-mentioned offences have extraterritorial application?

The UCAL provides for the extraterritorial application of Articles 3, 4, 5 (except where the offender did not know the recipient’s purpose) and 6 of the UCAL (Article 14).

The Penal Code has extraterritorial application (Article 4-2).

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

No, there are no such actions.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

No. The Organized Crime Act, which applies to an act of terrorism, designates certain material crimes, such as murder, identified in the Penal Code, and imposes penalties which are heavier than those under the Penal Code. However, criminal offences regarding cybersecurity which are described in question 1.1 above are not designated crimes under the Organized Crime Act.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/ export controls, among others.

In addition to the UCAL, the Penal Code and the Unfair Competition Prevention Act described above, the following laws are also applicable to cybersecurity.

Basic Act on Cybersecurity

This provides the basic framework for the responsibilities and policies of the national and local governments to enhance cybersecurity. Further, it obligates operators of
material infrastructure (e.g., financial institutions, operators of railroads, airplanes and other means of transportation, and providers of electricity, gas and water) and networks (e.g., telecommunications networks) to make efforts to voluntarily and proactively enhance cybersecurity and to cooperate with the national and local governments to promote measures to enhance cybersecurity. Based on this Basic Act, the National Center of Incident Readiness and Strategy for Cybersecurity was established in 2015.

A bill to revise the Basic Act in order to establish a cybersecurity council was recently submitted to the Diet. The cybersecurity council is intended to be the avenue which will allow national and local governmental authorities and business operators to share information which may facilitate the proposal and implementation of cybersecurity measures. However, the bill was not approved at the Diet session which took place on July 22 and will be discussed at the next Diet session.

- **Telecommunication Business Act (the “TBA”)**

  Article 4 of the TBA provides that (1) the secrecy of communications being handled by a telecommunications carrier shall not be violated, and (2) any person who is engaged in telecommunications business shall not disclose secrets obtained, while in office, with respect to communications being handled by the telecommunications carrier, even after he/she has left office.

  The secrecy of communications protects not only the contents of communications but also any information that would enable someone to infer the meaning or the contents of communications. In this regard, data on access logs and IP addresses are protected under the secrecy of communications. If a telecommunications carrier intentionally obtains any information protected under the secrecy of communications, discloses protected information to third parties, and uses protected information without the consent of the parties who communicated with each other, that telecommunications carrier is in breach of Article 4(1).

  To prevent cyber attacks, it would be useful for telecommunications carriers to collect and use information regarding cyber attacks, e.g., access logs of infected devices, and share information with other telecommunications carriers or public authorities. However, the TBA does not explicitly provide how a telecoms carrier may deal with cyber attacks without breaching Article 4(1). The Ministry of Internal Affairs and Communications (“MIC”), the governmental agency primarily responsible for implementing the TBA, issued reports in 2014 and 2015 which address whether a telecoms carrier may deal with cyber attacks and the issues that may arise in connection with the secrecy of communications. The findings in both reports are included in the guidelines on cyber attacks and the secrecy of communications (the “Guidelines”) issued by the Council regarding the Stable Use of the Internet (the “Council”), a council composed of five associations which include the Japan Internet Providers Association, a voluntary association of telecommunications carriers, cable TV service providers and other companies conducting businesses related to the Internet. The Guidelines include the contents of MIC’s 2014 and 2015 reports. The Guidelines, however, are not legally binding, although they carry a lot of weight because MIC confirmed them before they were issued by the Council.

  Further, in 2013, MIC started a project called ACTIVE (Advanced Cyber Threats response Initiative) that aims to protect Internet users from cyber attacks by collaborating with ISPs and vendors of IT systems. To prevent computer virus infections, warning users or blocking communications in accordance with the Guidelines may be done by ISPs which are members of ACTIVE. For example, according to ACTIVE’s release dated February 26, 2016, MIC has started a program through ACTIVE to prevent malware infection. The program aims to mitigate damage by blocking telecommunications between the malware and the C&C (Command and Control) server and by warning users who have infected devices. According to the website of ACTIVE, ACTIVE gathers information from business operators such as vendors of IT systems and makes a list of computer viruses and malware and infected websites.

  In addition, in May 2018, the TBA was amended to introduce a new mechanism which enables a telecommunications carrier to share with other carriers information on transmission sources of cyber attacks. The amendments will be effective in November 2018.

- **Act on the Protection of Personal Information (the “APPI”)**

  The APPI is the principal data protection legislation in Japan. It is the APPI’s basic principle that the cautious handling of Personal Information under the principle of respect for individuals will promote the proper handling of Personal Information. “Personal Information” means information about specific living individuals which can identify them by name, date of birth or other descriptions contained in the information (including information that will allow easy reference to other information which may enable individual identification) (Article 2, Paragraph 1). A business operator handling Personal Information may not disclose or provide Personal Information without obtaining the subject’s consent, unless certain conditions are met.

  To prevent cyber attacks, it would be useful for business operators to collect and use information regarding the cyber attacks, e.g., access logs of infected devices, and share information with other business operators or public authorities.

  However, if the information includes Personal Information, it would be subject to the restrictions on the use and disclosure of Personal Information under the APPI.

### 2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The UCAL requires Access Administrators to make efforts to manage the identification codes of Authorized Users, examine the validity of functions to control access to the Access Controlled Computer, and implement necessary measures, including enhancing functions (e.g., encryption of codes, definite deletion of codes which have not been used for a long time, implementing a batch program to address a security flaw, program updates, and appointing an officer for network security) (Article 8).

### 2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

The Ministry of Economy, Trade and Industry ("METI") and the Independent Administrative Agency Information-technology Promotion Agency ("IPA") jointly issued the Cybersecurity Management Guidelines (the latest version of which is as of November 2017). The guidelines describe three principles that the management of companies, which have a dedicated division for cybersecurity, should observe in order to protect their company from cyber attacks and 10 material items on which...
management should give instructions to executives or directors in charge of IT security including the chief information security officer (“CISO”).

The 10 material items and some examples of recommended actions for each item described in the guidelines are as follows:

(i) Recognise cybersecurity risks and develop company-wide measures
Example: Develop security policy which incorporates cybersecurity risk management while aligning it with the company’s management policy so that management can publish company-wide measures.

(ii) Build a structure or process for cybersecurity risk management
Example: CISO to establish a system to manage cybersecurity risks and set forth the responsibility clearly.
Example: Directors to examine whether a system which will manage cybersecurity risks has been established and is being operated properly.

(iii) Secure resources (e.g., budget and manpower) to execute cybersecurity measures
Example: Allocating resources to implement specific cybersecurity measures.

(iv) Understand possible cybersecurity risks and develop plans to deal with such risks
Example: During a business strategy exercise, identify information which needs protection and cybersecurity risks against the information (e.g., damage from leakage of trade secrets on a strategic basis).

(v) Build a structure to deal with cybersecurity risks (i.e., structure to detect, analyse and defend against cybersecurity risks)
Example: Secure the computing environment and network structure used for important operations by defending them at multiple layers.

(vi) Publish cybersecurity measures framework (“PDCA”) and its action plan
Example: Develop a structure or process where one can constantly respond to cybersecurity risks (assurance of implementation of PDCA).

(vii) Develop an emergency response system (emergency contacts, initial action manual, and Computer Security Incident Response Team (“CSIRT”)), and execute regular hands-on drills
Example: Issue instructions to promptly cooperate with relevant organisations and to investigate relevant logs to ensure that efficient actions or investigations can be taken to identify the cause and damage of a cyber attack.
Example: Execute drills, including planning activities, to prevent recurrence after Incidents and reporting Incidents to relevant authorities.

(viii) Develop a system to recover from the damages caused by an Incident
Example: Establish protocols for recovery from business suspension or other damages caused by an Incident and execute drills in accordance with protocols.

(ix) Ensure that entities in the company’s entire supply chain, including business partners and outsourcing companies for system operations, take security measures
Example: Conclude agreements or other documents to provide clearly how group companies, business partners and outsourcing companies for system operations in the company’s supply chain will take security measures.
Example: Have access to and understand reports on how group companies, business partners and outsourcing companies for system operations in the company’s supply chain take security measures.

(x) Collect information on cyber attacks through participation in information-sharing activities, and develop the environment to utilise such information
Example: Help society guard against cyber attacks by actively giving, sharing and utilising relevant information.
Example: Report information on malware and illegal access to the IPA in accordance with public notification procedures (standards for countermeasures for computer viruses and for illegal access to a computer).

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

The secrecy of communications is strongly protected under the TBA. To prevent cyber attacks, it would be useful for telecommunications carriers to collect and use information regarding the cyber attacks, e.g., access logs of infected devices, and share information with other telecommunications carriers or public authorities. However, the TBA does not explicitly provide how a telecoms carrier may deal with cyber attacks without breaching Article 4(1). Thus, it is difficult for telecommunications carriers to balance prevention of cyber attacks with the protection of secrecy of communications. MIC tried to deal with this issue by helping to establish the Guidelines, by collaborating with ISPs through ACTIVE and by introducing a new mechanism to share the information on transmission sources of cyber attacks (please see question 2.1 above).

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

There is no mandatory requirement to report Incidents. However, under the guidelines for banks issued by the Financial Services Agency (“FSA”), banks are required to report an Incident immediately after becoming aware of it. The guidelines are not legally binding; however, because FSA is a powerful regulator of the financial sector, banks would typically comply with FSA’s guidelines (please see question 3.1). The report must include:

(i) the date and time when the Incident occurred and the location where the Incident occurred;
(ii) a summary of the Incident and which services were affected by the Incident;
(iii) causes of the Incident;
(iv) a summary of the facilities affected by the Incident;
(v) a summary of damages caused by the Incident, and how and when the situation was remedied or will be remedied;
(vi) any effect to other business providers;
(vii) how banks responded to enquiries from users and how they notified users, public authorities and the public; and
(viii) possible measures to prevent similar Incidents from happening.
In addition, if a cyber attack causes a serious Incident specified in the TBA and the enforcement rules of the TBA, such as a temporary suspension of telecommunications services or a violation of the secrecy of communications, the telecommunications carrier is required to report the Incident to MIC promptly after its occurrence. In addition, the carrier is required to report the details of the said Incident to MIC within 30 days from its occurrence. The detailed report must include:

(i) the date and time when the Incident occurred;
(ii) the location where the Incident occurred (the location of the facilities);
(iii) a summary of the Incident and which services were affected by the Incident;
(iv) a summary of the facilities affected by the Incident;
(v) details of the events or indications of the Incident, the number of users affected, and the affected service area;
(vi) measures taken to deal with the Incident, including the persons who dealt with it, in chronological order;
(vii) causes which made the Incident serious, including how the facilities have been managed and maintained;
(ix) possible measures to prevent similar Incidents from happening;
(x) how the telecoms carrier responded to inquiries from users and how it notified users of the Incident;
(xi) internal rules in connection with the Incident;
(xii) if the telecoms carrier experienced similar Incidents in the past, a summary of the past Incidents;
(xiii) the name of the manager of the telecoms facilities; and
(xiv) the name and qualifications of the chief engineer of the telecoms facilities.

Further, it is recommended that companies report the Incident to the IPA (please see question 2.3 above). The report must include:

(i) the location where the infection was found;
(ii) the name of the computer virus. If the name is unknown, features of the virus found in the IT system;
(iii) the date when the infection was found;
(iv) the types of OS used and how the IT system is connected (e.g. LAN);
(v) how the infection was found;
(vi) possible cause of the infection (e.g., email or downloading files);
(vii) extent of the damage (e.g., the number of infected PCs); and
(viii) whether the infection has been completely removed.

The IPA also has a contact person whom the companies may consult, a summary of the past Incidents; and questions 2.1 and 2.5).

Please see question 2.5. Further, through ACTIVE, business operators are permitted to share information regarding cyber attacks (please see question 2.1).

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

The Cybersecurity Management Guidelines recommend knowing who should be notified if a cyber attack has caused any damage, gathering information to be disclosed, and promptly publishing the Incident, taking into account its impact on stakeholders (please see question 2.3).

Further, if the Incidents involve any disclosure, loss or damage of Personal Information handled by a business operator, then, according to the guidelines issued by the PPC regarding the APPI, the operator is expected, depending on the contents or extent of the disclosure, loss or damage, to notify the affected individuals of the facts relevant to the disclosure, loss or damage, or to make the notification readily accessible to the affected individuals (e.g., posting the notification on the operator’s website), in order to prevent secondary damages or similar Incidents.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The secrecy of communications protects not only the contents of communications but also any information that would enable someone to infer the meaning or the contents of communications. In this regard, IP addresses and email addresses are protected under the secrecy of communications. Further, personally identifiable information is protected under the secrecy of communications if it is delivered through telecommunications facilities. With respect to an Incident, a telecommunications carrier may not share information protected under the secrecy of communications unless it complies with the Guidelines or the instructions of ACTIVE (please see questions 2.1 and 2.5).

In addition, personally identifiable information of cyber threatmakers and individuals who have been inadvertently involved in an Incident would be Personal Information under the APPI which cannot be provided to a third party without obtaining the prior consent of the data subjects, except in limited instances. One such exception is where a public authority needs the cooperation of a private person to implement the authority’s legal duties, and the performance of those legal duties will likely be impeded if the private person has to
first obtain the data subject’s consent. In this regard, the provision of personally identifiable information of cyber threat-makers would not require their consent.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

MIC is the governmental agency primarily responsible for implementing the TBA. METI is not a regulator that has a specific mandated regulatory authority under specific laws. Rather, it promulgates desirable policies for each industry.

The PPC is an independent organ which supervises the enforcement and application of the APPI.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Other than the report of a serious Incident under the TBA (please see question 2.5), reporting is not mandatory. If a telecommunications carrier does not report a serious Incident, it is subject to a fine of up to JPY 300,000.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

No examples can be found based on publicly available information.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

In general, the financial business sector and the telecommunications service sector closely collaborate with relevant authorities on information security.

In July 2015, FSA issued a summary of its policies to strengthen cybersecurity in the financial business sector. According to the summary, FSA’s five policies are: (i) continuous dialogue with financial institutions to understand their cybersecurity risks; (ii) improving information-sharing among financial institutions; (iii) implementing cybersecurity exercises in which financial institutions, FSA and other public authorities participate; (iv) developing cybersecurity human resources; and (v) establishing a department in FSA to handle cybersecurity matters. Based on these policies, FSA amended its guidelines for banks to include standards on cybersecurity management, such as establishing an organisation to handle emergencies (e.g., CSIRT), designating a manager in charge of cybersecurity, preparing multi-layered defences against cyber attacks and implementing a periodic assessment of cybersecurity.

The Cybersecurity Management Guidelines jointly issued by METI and IPA recommend companies to build a structure or process for handling emergencies (e.g., CSIRT), designating a manager in charge of cybersecurity and implementing a periodic assessment of cybersecurity (please see question 3.1).

As described above, telecommunications carriers are required to report a serious Incident specified in the TBA (please see question 2.5). In addition, if a telecommunications carrier does not take appropriate measures to remedy problems with its services, MIC may order it to improve its business. Failure to comply with the order is subject to a fine of up to JPY 2,000,000.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Please see question 3.1.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Under the Companies Act, a director has the duty to act with “due care as a prudent manager” in performing his/her functions as director (zenkan chusai gimu). The applicable standard of care is that which a person in the same position and situation would reasonably be expected to observe. In general, if a director fails to get relevant information, enquire or consider how to prevent Incidents, to the extent these acts are reasonably expected of him/her based on the facts when he/she made a decision (e.g., decision to purchase the IT system), then he/she would be in breach of this duty.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

The Cybersecurity Management Guidelines jointly issued by METI and IPA recommend companies to build a structure or process for cybersecurity risk management and, as an example, to designate a CISO according to the companies’ policies, including the security policy (please see question 2.3).

Further, FSA’s guidelines for banks provide the standards regarding cybersecurity management, such as establishing an organisation to handle emergencies (e.g., CSIRT), designating a manager in charge of cybersecurity and implementing a periodic assessment of cybersecurity (please see question 3.1).

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

There are no disclosure requirements that are specific to cybersecurity risks or Incidents.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

No, there are no other specific requirements.
5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Basically, if a person breaches a contract, the other party may bring a civil action based on the breach. The plaintiff has the burden of proving the breach, the damages incurred by it, and the causation between the breach and the plaintiff’s damages.

In addition, the Civil Act of Japan provides for a claim based on tort. If a person causes damages to another, the injured party may bring a civil action based on tort. The plaintiff has the burden of proving the damages incurred by it, the act attributable to the defendant, and the causation between the defendant’s act and the plaintiff’s damages.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

A vendor of a computer system was sued by a company which used the system provided by the vendor. The case related to cyber attacks (SQL injections) to the system which resulted in the disclosure of credit card information of the company’s clients. The company sought the payment of damages caused by the cyber attacks in the amount of approximately JPY 100,000,000, based on breach of contract. The Tokyo District Court decided that although the vendor was required to provide programs which are suitable for blocking SQL injections in accordance with existing standards when the computer system was provided, the Incident was also partially attributable to the company because it ignored the vendor’s proposal to improve the system. The vendor was ordered to pay only approximately JPY 20,000,000 (Tokyo District Court decision dated January 23, 2014).

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Tort theory is available under the Civil Act of Japan (please see question 5.1).

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes. In general, there are two categories of insurance against Incidents, namely (i) insurance to cover the losses incurred by the vendor of an IT system, and (ii) insurance to cover the losses incurred by a business operator using the IT system.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no regulatory limitations on insurance coverage under the law. The coverage may differ depending on the insurance products of insurance companies.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

No, there are no specific requirements.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

No, there are no Applicable Laws.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Law enforcers have the power to investigate Incidents which are related to crimes under Applicable Laws. In accordance with the “cybercrime project” of the National Police Agency, the police in each prefecture have established a contact point where consultations and information regarding cybercrimes are handled.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

No, there are no such requirements.
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Chapter 18

1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)
The offence of unauthorised access is committed where a person, whether temporarily or permanently, causes a computer system to perform a function by infringing security measures with intent to gain access without authorisation. Access is unauthorised if that person is not entitled to control access of the computer system in question or does not have consent from the person authorised to access the computer system. This offence is punishable by a fine not exceeding Kshs. 5,000,000.00 or to imprisonment for a term not exceeding three years, or both. However, if the unauthorised access is gained with the intent to commit a further offence, the liability on conviction is a fine not exceeding Kshs. 10,000,000.00 or imprisonment for a term not exceeding 10 years, or both.

Denial-of-service attacks
Any person who without lawful authority or lawful excuse does an act which causes a denial of access to any program or data stored in a computer system is liable upon conviction to a fine not exceeding Kshs. 200,000.00 or to imprisonment for a term not exceeding two years, or both.

Phishing
Phishing is described as creating or operating a website or sending a message through a computer system with the intention to induce the user of a website or the recipient of the message to disclose personal information for an unlawful purpose or to gain unauthorised access to a computer system. The liability on conviction is a fine not exceeding Kshs. 300,000.00 or to imprisonment for a term not exceeding three years, or both.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
See below.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)
A person who knowingly manufactures, adapts, sells, procures for use, imports, offers to supply, distributes or otherwise makes available a device, program, computer password, access code or similar data designed or adapted primarily for the purpose of committing an offence is liable on conviction to a fine not exceeding Kshs. 20,000,000.00 or to imprisonment for a term not exceeding 10 years, or both.

If a person knowingly receives or is in possession of a program or a computer password, device, access code or similar data procured through any means described above and intends that it be used to commit or assist in the commission of an offence is liable on conviction to a fine not exceeding Kshs. 10,000,000.00 or to imprisonment for a term not exceeding five years, or both.

Identity theft or identity fraud (e.g. in connection with access devices)
Identity theft and impersonation occurs when a person fraudulently or dishonestly makes use of the electronic signature, password or any other unique identification feature of any other person. This offence is punishable by a fine not exceeding Kshs. 200,000.00 or to imprisonment for a term not exceeding three years, or both.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)
The general punishment for stealing anything that is capable of being stolen is imprisonment for three years, unless the circumstances of the theft or the nature of the thing stolen dictates some other punishment. Breach of confidence by an employee does not constitute a criminal offence, but civil proceedings may be instituted against said employee for breach of contract.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Unauthorised disclosure of password or access code – Knowingly and without authority disclosing any password, access code or other means of gaining access to any program or data held in any computer system. This offence is punishable by a fine not exceeding Kshs. 5,000,000.00 or to imprisonment for a term not exceeding three years, or both.

Failure by an organisation to implement cybersecurity measures
The requirement to implement cybersecurity measures is highest on owners of critical information infrastructure as well as organisations in certain regulated industries. The National Computer and Cybercrimes Co-ordination Committee is tasked with regulating the minimum physical and technical security measures that must be implemented in order to protect critical information infrastructure. The standard of compliance is therefore high but non-implementation nonetheless does not constitute a criminal offence.
1.2 Do any of the above-mentioned offences have extraterritorial application?

The Computer Misuse and Cybercrimes Act does provide for international cooperation in addition to the provisions of our Mutual Legal Assistance Act of 2011 and the Extradition (Contiguous and Foreign Countries) Act. The Office of the Attorney General and the Department of Justice may make a request in any criminal matter to a requested state for purposes of undertaking investigations or proceedings concerning offences related to computer systems, collecting evidence of an offence or obtaining expeditious preservation and disclosure of traffic data or real time collection of traffic data. A requesting state may also make a similar request to the Office of the Attorney General and the Department of Justice, which may either be granted or refused. In any case, any act or omission committed outside Kenya which would, if committed in Kenya, constitute an offence is deemed to have been committed in Kenya if the person committing the act or omission is a citizen of Kenya or ordinarily resident in Kenya and the act or omission is committed against a citizen of Kenya, against property belonging to the Government of Kenya outside Kenya, or to compel the Government of Kenya to do or refrain from doing any act, or if the person who commits the act or omission is after its commission or omission present in Kenya.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Whereas the Computer Misuse and Cybercrimes Act does not specifically provide any actions that may mitigate the penalty of an offence or an exception to any offence, the Kenya Criminal Procedure Code provides that a court may before passing sentence or making any order against an accused person, receive such evidence as it thinks fit in order to inform itself as to the sentence or order to be passed or made. Mitigation is a well-established practice of the Kenyan Courts and some of the factors that the court may consider include the cause of the crime, the magnitude of the crime, and the type of crime, aggravating or extenuating circumstances, the circumstances of the accused, any previous convictions as well as the uniformity in the approach to sentencing.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

According to the Kenya Prevention of Terrorism Act, No. 30 of 2012, a terrorist act involves among other things the interference with an electronic system resulting in the disruption of the provision of communication, financial, transport or other essential services. A person who commits a terrorist act that results in this Incident or any other Incident elucidated in the Act is liable to imprisonment for a term not exceeding 30 years and if such an act results in the death of another person, such person is liable to life imprisonment.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

Over and above the Computer Misuse and Cybercrimes Act*, the Kenya Information and Communications Act is the substantive law with respect to Data Protection in Kenya.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The Director to the Secretariat of the National Computer and Cybercrimes Co-ordination Committee is responsible for designating a system as critical infrastructure. Within a reasonable time after such declaration of an information infrastructure as critical, the Director shall issue directives to regulate:

- the classification of data held by the critical information structure;
- the protection, storage and archiving of data held by the critical information infrastructure;
- cybersecurity Incident management by the critical information infrastructure;
- disaster contingency and recovery measures which must be put in place by the critical information infrastructure;
- minimum physical and technical security measures that must be implemented in order to protect the critical information infrastructure; and
- the period within which the owner or person in control of a critical information infrastructure must comply with the directives.

The Committee, together with the owner of the critical information infrastructure shall conduct an assessment of the threats and vulnerabilities of a cyber-attack across all critical infrastructure sectors, determine the harm to the economy that could result from damage or unauthorised access to critical infrastructure, measure the overall preparedness of each sector against damage or unauthorised access to critical infrastructure and identify any other risk-based security factors appropriate and necessary to protect public health and safety.

The owner of a critical information infrastructure is required to report to the Committee any Incidents likely to constitute a threat in the nature of an attack that amounts to a cybercrime.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Generally, body corporates shall run their affairs in a manner where the commission of any offence, including a cybercrime, is prohibited...
in line with the relevant law. This is done by maintaining various policies such as a cybersecurity policy and general data protection regulations.

Organisations in certain regulated industries, for instance the banking industry, are indeed required to maintain a cybersecurity policy in a manner specified by the regulator as well as to adopt other practices to prevent cyber threats and related Incidents.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Conflicts of laws usually do not arise because any cybersecurity guidelines issued in a specific industry stipulate that such guidelines supplement existing legislation and regulations and in case of any conflict the law will prevail.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

The owner or operator of a critical information infrastructure is required to report to the National Computer and Cybercrimes Co-ordination Committee any Incident likely to constitute a threat in the nature of an attack that amounts to a computer and cybercrime. Moreover, a person who operates a computer system, whether public or private, shall immediately inform the Committee of any attacks, intrusions and other disruptions to the functioning of a computer system or network within 24 hours of such attack, intrusion or disruption. This report shall include information about the breach, including information on how the breach occurred, an estimate of the number of people affected by the breach, an assessment of the risk of harm to the affected individuals and an explanation of any circumstances that would delay or prevent the affected persons from being informed of the breach. The Committee may then propose the isolation of any computer system or network suspected to have been attacked or disrupted pending the resolution of the issues.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

This is not applicable in Kenya.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

The report of any cyber threat, intrusion or disruption to the Committee shall include an explanation of any circumstances that would delay or prevent the affected persons from being informed of the breach. Organisations therefore have a duty to report any Incidents or potential Incidents to the affected individuals or otherwise proffer an explanation as to why the affected persons cannot be informed.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

Any person or body corporate may provide a reasonable explanation for non-disclosure of sensitive or proprietary information if such information falls within the disclosure requirements of an Incident report to the Committee. In any case, the spirit of the Act is to enable the timely and effective detection, prohibition, prevention, response, investigation and prosecution of computer and cybercrimes and not to facilitate the disclosure of confidential information.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

Over and above receiving and acting on reports of computer and cybercrimes, the National Computer and Cybercrimes Co-ordination Committee is responsible for advising the Government on security-related aspects on blockchain technology matters, advising the National Security Council on computer and cybercrimes, co-ordinating national security organs in matters relating to computer and cybercrimes, co-ordination, collection and analysis of cyber threats and response to cyber Incidents that threaten cyberspace belonging to Kenya and establishing codes of cybersecurity practice and standards of performance for implementation by owners of critical national information infrastructure.

It reports to the Cabinet Secretary responsible for matters relating to internal security and regulates its own procedure.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Any person who fails to report a cyber threat is liable upon conviction of a fine not exceeding Kshs. 200,000.00 or imprisonment for a term not exceeding two years or both.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

There are no examples of such enforcement action in Kenya.
3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

In the financial services sector, the Central Bank of Kenya, which is the regulator of banks, financial institutions and mortgage finance companies, has formulated a Guidance Note on Cyber Security applicable to all institutions licensed under the Banking Act, Chapter 488 of the Laws of Kenya. This Guidance Note sets the minimum standards that institutions must comply with as part of their regulatory obligations and is supplemental to the legislation, regulations and guidelines already in place. It specifically provides for the additional responsibilities of the Board of Directors in relation to cyber risk, senior management responsibility to implement the institution’s business strategy, risk appetite and threats, the introduction of the role of the Chief Information Security Officer (CISO), regular independent assessment and testing at least once a year, mitigating the risks of outsourcing services such as cloud providers and providing IT security awareness training programmes for all employees.

The Guidance Note also provides additional reporting requirements for institutions within 24 hours of Incidents that could have a significant adverse impact on the institution’s ability to provide adequate services to its customers.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

The Computer Misuse and Cybercrimes Act contains requirements that are specific to organisations in the financial services sector as well as the telecommunications sector.

For instance, electronic mail or processes through which money or information is being conveyed must not be intercepted or destroyed and electronic messages must be directed to the rightful recipient.

Various acts, such as sending electronic messages which materially misrepresent any fact upon which reliance by another person will cause that person to suffer any damage or loss, as well manipulating a computer or other electronic payment device with the intent to underpay or overpay, are prohibited by the Act.

The Act further prohibits a person authorised to use a computer or other electronic device for financial transactions, issuance of electronic instructions as they relate to sending of electronic debit and credit messages or confirmation of electronic fund transfer from issuing false electronic instructions.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

The Principal Officer of a body corporate is required to exercise all reasonable care, skill and diligence when carrying out their duties to prevent the commission of an Incident or any cyber-related crime. In addition to the body corporate being found liable for any offence in the nature of a cybercrime, the Principal Officer or anyone acting in a similar capacity will also be deemed to have committed the offence unless they prove that they exercised their fiduciary duty of care.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

The Guidance Note on Cybersecurity issued by the Central Bank of Kenya makes all the above recommendations the minimum requirements that institutions licensed under the Banking Act should build upon in the development and implementation of strategies, policies and procedures aimed at mitigating cyber risk.

As part of their cybersecurity policies, organisations have established a unique framework to prevent and indeed mitigate cyber-related risks, which include organisational risk assessment, cybersecurity Incident management, organisation-wide information security awareness and training and regular audits and assessments.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

The reporting requirements of any operator of a computer system, whether public or private, only require the entity to disclose information about the breach and knowledge on how the breach occurred, an estimate of the number of people affected, an assessment of the risk of harm to the affected individuals and an explanation of any circumstances that would delay or prevent the affected persons from being informed of the breach. Service providers, whether public or private institutions, that provide users of its services the means to communicate by use of a computer system or any other entity that processes or stores computer data on behalf of that entity or its users shall not be liable for the disclosure of any data that the service provider discloses to the extent required by the Act.

Listing authorities will specify their disclosure requirements. The contents of a company’s annual report will be governed by its articles of association and any other recommendations of the Board. In regulated sectors, however, such as companies in the insurance or banking sector, the regulatory body may specify certain information to be disclosed in the company’s annual report.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

This is not applicable in Kenya.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Service providers are liable to both criminal and civil liability if it is established that the service provider had actual notice, actual knowledge, or wilful and malicious intent, and not merely through
there are no examples of such cases in Kenya.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

A potential liability in tort may arise if a complainant is able to demonstrate that an act was committed intentionally against another person with the aim of causing harm or where the offender fails to demonstrate the kind of care a prudent person would take in the same situation and an injury results from any action or inaction.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Cyber Liability Insurance is among the most recent insurance policies available to small and medium-size enterprises as well as large corporations. The policy varies from one insurance provider to another but will typically protect businesses from internet-based risks by mitigating losses relating to damage or loss of information from information technology infrastructure and activities.

As data continues to assert itself as an organisation’s most valuable asset, many firms are taking out these types of policies to mitigate the vulnerability of this asset.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

Whereas the Insurance Act provides for the framework of insurance policies, no limitations are provided as the risks an insurer can take or mitigate with respect to Cyber Liability Insurance. The insurance policy will vary among the various providers. A first-party insurance policy, for instance, will typically cover damage to digital assets, business interruptions, cyber extortion through ransomware and reputational harm, whereas a third-party insurance policy will typically cover liability of cost of forensic investigations, customer notifications, legal defence and regulatory fines.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

The law recognises the importance of developing a framework for training employees on the prevention, detection and mitigation of computer and cybercrimes and matters connected thereto. It is also important that cybersecurity awareness and information be provided to customers, clients, suppliers, partners and outsourced service providers.

Whereas the reporting requirements under the Act refer to reporting to the Committee after the occurrence of an Incident, employees owe their employers a reasonable duty of care in the performance of their duties and this would include reporting a potential threat or a security flaw likely to lead to the interception of company data.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

The Kenya Access to Information Act, No. 31 of 2016, protects persons making disclosure of information which the person obtained in confidence in the course of employment; for example, if the disclosure is of public interest. Such disclosure may include information on violations of the law.

In the event that there exists any statutory prohibition or restriction on the disclosure of information, it shall be a defence to show that in the circumstances the disclosure was in the public interest and where the offence is alleged to have been committed by a public officer or Government contractor.
8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Organisations are not required to implement backdoor systems for law enforcement authorities. Authorised persons must adhere to the provisions of the law with respect to accessing any computer system or data and will procure a court order where applicable to access any such system or information.

**Note**

* The constitutionality of the Computer Misuse and Cybercrimes Act, No. 5 of 2018, is currently been challenged at the Constitution and Human Rights Division of the Kenyan High Court and certain provisions therein have been suspended. The matter is coming up for ruling on 3rd October 2018.

The Act has only recently come into force, and, as of the time of writing, no proceedings have yet been determined under this law. This chapter is up to date as of 21st September 2018.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

**Hacking (i.e. unauthorised access)**

Under the Act on Promotion of Information and Communications Network Utilization and Information Protection, etc. (the “Network Act”), it is prohibited for anyone to infiltrate another’s information communication network (“ICN”) without authorised access or beyond the scope of authorised access. Any violation shall be subject to imprisonment of not more than five years or a penalty of not more than KRW 50 million. In a recent court decision, the defendant who infiltrated another’s ICN in order to distribute malware was subject to imprisonment of 18 months.

Under the Electronic Financial Transactions Act (the “EFTA”), any unauthorised access of electronic financial systems shall be subject to imprisonment of not more than 10 years or a penalty of not more than KRW 100 million.

**Denial-of-service attacks**

Under the Network Act, it is prohibited to cause disruption of an ICN by intentionally disturbing network operations with large volumes of signal/data or superfluous requests. Any violation shall be subject to imprisonment of not more than five years or a penalty of not more than KRW 50 million.

Also, under the EFTA, any attacks on electronic financial systems using programs such as a computer virus, logic bomb or email bomb with the intention of destroying data on, or disrupting the operation of, electronic financial systems shall be subject to imprisonment of not more than 10 years or a penalty of not more than KRW 100 million.

**Phishing**

For the regulation of phishing crimes, the Special Act On The Prevention Of Loss Caused By Telecommunications-Based Financial Fraud And Refund For Loss (the “Special Act on Financial Fraud”) has been enacted. Under the Special Act on Financial Fraud, anyone found guilty of phishing crimes shall be subject to imprisonment of not more than 10 years or a penalty of not more than KRW 100 million.

**Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)**

Under the Network Act, it is prohibited for anyone to transmit or distribute malware that can damage, destroy, alter, falsify or disrupt the operation of ICN systems, data or programs, without a justifiable cause. Any violation shall be subject to imprisonment of not more than seven years or a penalty of not more than KRW 70 million.

**Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)**

The use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools) is prohibited under the Network Act. Any violation shall be subject to imprisonment of not more than seven years or a penalty of not more than KRW 70 million.

**Identity theft or identity fraud (e.g. in connection with access devices)**

Under the Personal Information Protection Act (“PIPA”), anyone who commits, or aids and abets, the illegitimate acquisition of personal information, being processed by another party for subsequent provision to a third party for commercial gain or for illegitimate purposes, shall be subject to imprisonment of not more than 10 years or a penalty of not more than KRW 100 million.

Also, under the Network Act, it is prohibited for anyone to collect another person’s information, or induce the provision of another person’s information, through the ICN by deceptive means. Any violation shall be subject to imprisonment of not more than three years or a penalty of not more than KRW 30 million.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**

Any theft of the company’s critical information by a company’s employee or former employee shall be punished under the Criminal Act as a breach of fiduciary duty or under the Act on Prevention of Unfair Competition and Protection of Trade Secrets as divulging of trade secrets. Any such theft shall be subject to imprisonment of not more than 10 years or a penalty of not less than KRW 30 million under the Criminal Act and imprisonment of not more than five years or a penalty of not more than KRW 50 million under the Act on Prevention of Unfair Competition and Protection of Trade Secrets. Any infringement of the employer’s copyright shall be subject to imprisonment of not more than five years or a penalty of not more than KRW 50 million.

There have been several cases where a former employer was criminally prosecuted for taking, without permission, material assets or intellectual property rights of the employer upon termination of employment.

**Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data**

Under the Network Act, it is prohibited for anyone to damage another person’s information processed, stored or transmitted through the...
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be subject to imprisonment of not more than 10 years or a penalty of not more than KRW 50 million.

Failure by an organisation to implement cybersecurity measures

Under PIPA and its Enforcement Decree, personal information processors have the obligation to implement technical, managerial and physical measures in order to procure security, such as establishing internal control plans and storing access records to ensure personal information is not lost, stolen, leaked, falsified, altered, or damaged. In the event personal information is lost, stolen, leaked, falsified, altered or damaged due to a person’s failure to implement such measures, such person shall be subject to imprisonment of not more than two years or a penalty of not more than KRW 20 million.

1.2 Do any of the above-mentioned offences have extraterritorial application?

As of yet, there are no regulations regarding extraterritorial application of the above offences.

There is, however, a prohibition of the overseas transfer of personal information. Under PIPA, personal information processors are prohibited from entering into contracts regarding the overseas transfer of personal information with terms in violation of PIPA. “Overseas transfer” is a broad concept dealing with the “actual” transfer of personal information and does not only include the provision of personal information to third parties, but also includes (i) the delegation of personal information processing to a third party located outside of Korea, and (ii) the overseas transfer of personal information due to business transfers or mergers.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

In relation to criminal prosecution of personal information leakage accidents, the responsible party may be discharged from liability if requisite measures for procuring security have been implemented or if due care has been exercised and supervision has been properly conducted.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Under the Act On Protection Of Information And Communications Infrastructure (the “PICIA”), it is prohibited to disrupt or paralyse critical ICN infrastructure facilities such as electronic control or managerial systems related to national security, government administration, military defence, policing, finance, telecommunications, transportation and energy. Any violation shall be subject to imprisonment of not more than 10 years or a penalty of not more than KRW 100 million.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The following are Applicable Laws in Korea: Personal Information Protection Act (“PIPA”); Act On The Protection Of Information And Communications Infrastructure (the “PICIA”); Act on Promotion of Information and Communications Network Utilization and Information Protection, etc. (the “Network Act”); Electronic Financial Transactions Act (the “EFTA”); Credit Information Use and Protection Act (the “Credit Information Act”); Act on the Protection, Use, etc. of Location Information; Act On Prevention Of Divulgence And Protection Of Industrial Technology; and Special Act On The Prevention Of Loss Caused By Telecommunications-Based Financial Fraud And Refund For Loss (the “Special Act On Financial Fraud”).

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Under the PICIA, managerial organisations have the obligation to establish and implement managerial measures, including physical and technical measures (such as prevention, backup, recovery, etc.), to safely protect the critical ICN infrastructure facilities and managerial data.

Under the Network Act, any ICN service provider must take protective measures to procure the security of ICN used in the provision of ICN services and the reliability of information.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Organisations that operate and manage collective ICN facilities (“Collective ICN Facility Operator”) for the ICN service of third parties must take the following protection measures (as prescribed under the Enforcement Decree of the Network Act) for the secure operation of ICN facilities:

(i) technical and managerial measures for access control and monitoring of unauthorised access to ICN facilities;

(ii) physical and technical measures for the protection of ICN facilities from natural disasters and threats, such as terrorist attacks, and for procuring the continuous and secure operation of ICN facilities;

(iii) hiring and assignment of personnel for the secure management of ICN facilities;

(iv) establishment and implementation of internal control measures (including emergency plans) for the secure management of ICN facilities; and

(v) establishment and implementation of technical and managerial measures to prevent the dissemination of infiltration Incidents.
2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

No conflict of laws issues have arisen yet.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Under the Network Act, the ICN provider or a Collective ICN Facility Operator must report any “infiltration Incidents” (defined as Incidents due to attacks on the ICN or the related information system through hacking, a computer virus, logic bomb, email bomb, denial of service, high-powered electromagnetic wave, etc.) to the Ministry of Science and ICT or Korea Internet and Security Agency (“KISA”) immediately upon the occurrence of such infiltration Incident.

Under PIPA, in the event of any leakage of personal information which concerns 10,000 or more persons, the personal information processor must report such leakage and subsequent measures, without delay, to the Ministry of Interior and Safety or KISA.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Although not obligated, it would be possible for organisations to voluntarily share information related to Incidents with regulatory authorities.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Under PIPA, once a personal information processor becomes aware of any leakage of personal information, it must notify the owner of the leaked personal information, without delay, of the following: (i) the type of personal information that has been leaked; (ii) the timing and circumstances of the leakage; (iii) the actions that the owner of the personal information can take to minimise any damages resulting from the leakage; (iv) the protective response measures taken by the personal information processor and relief procedures; and (v) the name and contact of the department to which the owner of the leaked personal information (who has incurred damages) can file a report.

Under the Credit Information Act, in the event of any credit information leakage, the above items must be notified to the owner of such credit information.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No, the responses do not differ.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The Ministry of the Interior and Safety, the Ministry of Science and ICT, the Financial Services Commission, and KISA.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

If the requirements under Applicable Laws are not complied with, the relevant authorities may impose a monetary fine. For example, a business that fails to provide notice of a credit information leakage Incident shall be subject to a monetary fine of not more than KRW 50 million.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

Order the submission of relevant materials and inspections, a corrective order, criminal charges, etc.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

There are certain variances under Applicable Laws. Under PIPA, the requirements for information security measures to be adopted by personal information processors differ based on the size of the corporation. Moreover, the requirements for protective measures under the Network Act for ICN service providers and under the Credit Information Act for financial institutions are generally stricter than the common requirements.
With regards to the financial services sector, the Credit Information Act and the EFTA prescribe specific legal requirements for financial institutions.

With regards to the telecommunications sector, the following companies need to obtain a certification as to whether they satisfy the prescribed technical and physical protective measures for the security and reliability of ICNs:

(i) companies such as telecommunication providers or companies who provide information through the telecommunication provider’s ICN, whose annual revenue or income is not less than KRW 150 billion; or

(ii) companies such as telecommunication providers or companies who provide information through the telecommunication provider’s ICN, whose revenue for the preceding fiscal year is not less than KRW 10 billion or whose average volume of daily users for a three-month period is not less than 1 million.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Unless there are special circumstances, the Representative Director or the CPO (or CISO) shall be liable for any breach of the protective measures prescribed under PIPA, the Network Act and the Credit Information Act.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Under the Network Act, ICN service providers with no fewer than 1,000 employees must appoint a CISO at the senior management level to ensure the security of the ICN system and the secure management of data. The CISO is responsible for the following:

(i) the establishment and management/operation of information protection procedures;

(ii) the analysis/evaluation and improvement of any vulnerabilities in information protection;

(iii) the prevention of and response to infiltration Incidents;

(iv) the establishment of preventive measures for information protection and the architecture/implementation of security measures;

(v) the assessment of preventive security measures for information protection;

(vi) the encryption of critical information and assessments of the adequacy of secure servers; and

(vii) the performance of other information protection measures prescribed under Applicable Laws.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Under the Network Act, in order to analyse the cause of the infiltration Incident, the Minister of Science and ICT can order the ICN provider and the Collective ICN Facility Operator to:

(i) retain relevant material such as records of access to the ICN;

(ii) submit the relevant material; and

(iii) allow physical access to the business site to investigate the cause of the infiltration Incident.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

The government may enforce measures against ICN service providers or its users to prevent an offshore leakage of material information related to national industry, the economy and science/technology through ICN overseas disclosure.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

In the event the owner of personal information incurs damages due to the violation of PIPA by the personal information processor, such owner of personal information can claim damages against the personal information processor. The personal information processor will be liable unless it can prove that there was no wilful misconduct or negligence attributable to it. If the owner of personal information incurs damages arising from the loss, theft, leak, falsification, alteration or damage of personal information caused by the wilful misconduct or gross negligence of the personal information processor, the court may award up to treble damages. Also, the owner of the personal information may seek statutory damages up to KRW 3 million in the event that loss, theft, leak, falsification, alteration or damage of personal information is caused by the wilful misconduct or gross negligence of the personal information processor. In such case, the personal information provider will be liable unless it can prove that there was no wilful misconduct or negligence attributable to it.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

In 2014, there was a large-scale leakage of personal information from three major credit card companies. The victims of the leakage, as the plaintiffs, brought a case against the credit card companies and the court awarded damages in the amount of KRW 10,000 to each of the plaintiffs for each Incident of leakage.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

In cases regarding tort liability, the plaintiff has the burden of proof with respect to the tort of the defendant. However, in cases claiming damages for leakage of personal information or credit information,
the defendant has the burden of proof to show that the Incident is not attributable to the defendant. In other words, the burden of proof is reversed.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Under the Credit Information Act, certain financial institutions have the obligation to take measures, such as taking out insurance, joining a cooperative, or setting aside a reserve to procure funds for damages that may arise due to credit information leakage.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

The Financial Supervisory Service has set a minimum insurance coverage limit for the liability of financial institutions against credit information leakage. For example, in the case of banks, such limit is KRW 2 billion.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

Under the Act On The Promotion Of Workers’ Participation And Cooperation, any installation of monitoring facilities require consultation with the Employee and Employer Council. The Employee and Employer Council is a body established within a company for the purpose of promoting the workers’ welfare and the advancement of the company through the participation and cooperation of both the employee and employer.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are no specific requirements under Applicable Laws.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

The following authorities have investigatory powers of law enforcement: National Intelligence Service; National Police Agency Cyber Bureau; Forensic Science Investigation Department of the Supreme Prosecutors’ Office; Financial Supervisory Service; and KISA.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There are no specific requirements under Applicable Laws.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Law No. 03/L-166 “On prevention and fight of the cyber crime” ("Cyber Crime Law") provides for criminal offences related to the misuse of computer systems and computer data, although it does not provide a literal denomination of the criminal offences listed below.

Hacking (i.e. unauthorised access)

Subject to the Cyber Crime Law, unauthorised access to computer systems constitutes a criminal offence, punishable by imprisonment for up to three years. Unauthorised actions are classified actions performed by a person: (i) who is not authorised by law or contract; (ii) who exceeds the limits of his/her authorisation; and/or (iii) has no permit and is not competent and qualified to use, administer or control a computer system or conduct scientific research on a computer system.

If such an offence is committed for the purpose of obtaining computer data or violates computer security measures, the penalties provided by law are higher and such offences are punishable by imprisonment for up to four years and five years, respectively.

In addition, the Criminal Code (Law No. 04/L-082) provides for the criminal offence of unauthorised access of computer systems. In this regard, whoever, without authorisation and in order to gain an unlawful material benefit for himself or another person or to cause damage to another person, alters, publishes, suppresses or destroys computer data or programs, or in any other way enters another’s computer system, is punished by a fine and up to three years of imprisonment. If the offence results in a material gain exceeding 10,000 Euros or material damage exceeding 10,000 Euros, the perpetrator shall be punished by a fine and by imprisonment of up to five years.

Denial-of-service attacks

The serious hindrance of the functioning of computer systems, performed by entering information, transferring, changing, removing or destroying computer data or unauthorised limiting of access to such data, is stipulated as a criminal offence pursuant to the Cyber Crime Law, and the perpetrator is liable to imprisonment for up to three years. Such offence shall be punished by imprisonment for up to five years if committed by a member of a criminal organisation.

Phishing

We have not identified a criminal offence provided by the Cyber Crime Law or other applicable laws that would represent phishing. However, each criminal activity that aims to misuse computer systems or computer data should be considered individually to establish whether it constitutes a criminal offence provided for by the Cyber Crime Law or any other applicable law.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

We have not identified a criminal offence provided by the Cyber Crime Law or other applicable laws that would constitute infection of IT systems with malware. However, each criminal activity that aims to misuse computer systems or computer data should be considered individually to establish whether it constitutes some other criminal offence provided for by the Cyber Crime Law or any other applicable law.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

Pursuant to the Cyber Crime Law, the illegal production, sale, import, distribution or making available, in any form, of any equipment or computer program designed and adapted for the purpose of committing any criminal offence is punishable by imprisonment from one to four years.

Further, the illegal production, sale, import, distribution or making available, in any form, of passwords, access codes or other computer information that would allow full or partial access to a computer system for the purpose of committing any criminal offence shall be punishable by imprisonment from one to five years.

Identity theft or identity fraud (e.g. in connection with access devices)

We have not identified any criminal offence provided for by the Cyber Crime Law or other applicable laws that would constitute identity theft or identity fraud. However, as mentioned above, such criminal activities should be assessed individually.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Pursuant to the Criminal Code (Law No. 04/L-082), an act of avoiding any of the effective technological measures to safeguard technology or the removal or alteration of electronic rights for data
management, as provided for by the Law “On copyright and related rights”, shall be punishable by imprisonment for up to three years. Subject to the Law “On copyright and related rights” (Law No. 04/L-065), violation of the rights protected by this law would be considered if a person processes, imports for distribution, sells, lends, advertises for sale or lease or keeps for commercial technological purposes a computer program, or carries out services without authorisation, and if such actions: (i) are advertised or traded especially for the purpose of avoiding effective technological measures; (ii) have evident commercial purpose or have been used solely for avoiding effective technological measures; and (iii) are designed, produced, adapted or processed primarily with the purpose of avoiding effective technological measures. An effective technological measure is considered to be any technology, computer program or other means intended to prevent or remove a violation of a protected right. Pursuant to the Criminal Code (Law No. 04/L-082), an act of avoiding any of the effective technological measures to safeguard technology or the removal or alteration of electronic rights for data management shall be punishable by imprisonment for up to three years.

**Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data**

In addition to the criminal offences listed above, the Cyber Crime Law also provides for the following criminal offences related to computer systems and computer data: the unauthorised entry of data; change or deletion of computer data; and the unauthorised limitation of access to such a data resulting in inauthentic data. Also, causing a loss in assets to another person by entering information, changing or deleting computer data by means of access limitation to such a data, or any other interference into the functioning of a computer system with the purpose of ensuring economic benefits for himself or for someone else, shall be punishable with up to 10 years of imprisonment.

**Failure by an organisation to implement cybersecurity measures**

We have not identified such a criminal offence provided for by the applicable legislation.

### 1.2 Do any of the above-mentioned offences have extraterritorial application?

In addition to the criminal offences committed within the Kosovo territory, the abovementioned laws that stipulate criminal offences will also apply to persons who have committed criminal offences outside the territory of Kosovo, if provided for by an international agreement by which Kosovo is bound.

Criminal legislation of the Republic of Kosovo shall also apply to any Kosovo citizen or a foreigner who commits a criminal offence outside the territory of the Republic of Kosovo if the criminal offence is also punishable in the country where the offence was committed. In case of foreigners, these provisions shall apply if the foreigner is found in the territory of Kosovo or has been transferred to Kosovo. However, the criminal proceedings against a Kosovo citizen or a foreigner for criminal offences committed outside Kosovo territory will not be undertaken if the perpetrator has fully served the punishment imposed in another jurisdiction, has been acquitted by a final judgment and/or released from punishment or punishment has become statute-barred and in cases where criminal proceedings may only be initiated upon the request of the injured party and such a request has not been filed.

### 1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Subject to article 8 of the Cyber Crime Law, for a category of computer systems to which access is restricted or completely forbidden, the owners and administrators of such a computer system are obliged to clearly and automatically warn the user of this computer system, and to provide him/her with information, as well as conditions of use, or forbiddance to use this computer system and legal consequences for unauthorised access to this computer system. Failure to comply with such an obligation is considered a misdemeanour and the perpetrator is punished with a fine ranging from 500 to 5,000 Euros.

### 1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

The Criminal Code provides that issuing blank or false cheques and the misuse of bank or credit cards constitutes a criminal offence. Such an offence is defined as an act committed for the purpose of gaining unlawful material benefit for the perpetrator or for another person, by issuing or placing into circulation cheques for which the perpetrator knows are not covered by material means. The placing of false cheques or counterfeit credit cards is punished by a fine and imprisonment for up to three years. In relation to prosecution of this criminal offence in a cybersecurity context, there is a case pending before Kosovo courts where the defendant has been prosecuted for violation of the Cyber Crime Law, specifically for the possession or use of passwords, hardware, software or other tools to commit cybercrime.

## 2 Applicable Laws

### 2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/ export controls, among others.

The Applicable Laws relevant to cybercrime are listed below.

- Law No. 03/L-166 “On prevention and fight of the cyber crime”;
- Law No. 04/L-082 “Criminal Code of The Republic Of Kosovo”, as amended by Law No. 04/L-129 and Law No. 04/L-273; Law No. 04/L-094 “On the information society services”; Law No. 04/L-109 “On electronic communications”; Law No. 05/L-030 “On interception of electronic communication”; Law No. 03/L-172 “On the protection of personal data”; Law No. 04/L-149 “On the execution of penal sanctions”, as amended by Law No. 05/L-129; Law No. 04/L-065 “On copyright and related rights” as amended by Law No. 05/L-047; Law No. 04/L-093 “On banks, microfinance institutions and non bank financial institutions”; Law No. 04/L-198 “On the trade of strategic goods”; Code No. 03/L-109 “Customs and excise code of Kosovo” as amended by the Law No. 04/L-099; and Law No. 03/L-178 “On classification of information and security clearances”.

---
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Kosovo is not an EU member; however, the Ministry of Internal Affairs has adopted the State Strategy for Cyber Security and the Action Plan for 2016 to 2019, drafted based on European Union practices and policies.

The Kosovo Government has also made the Kosovo Police available as a permanent contact point for international cooperation in the field of cybercrime. In this regard, the Kosovo Police should ensure ongoing international cooperation and assistance in the field of cybercrime, order data retention and confiscation of equipment containing data, as well as cooperate with all competent Kosovo authorities while undertaking execution actions.

The Cyber Crime Law provides that authorities and public institutions with competence in this area, service providers, non-governmental organisations and civil society representatives should carry out activities and programmes for the prevention of cybercrime and develop policies, practices, measures, procedures and minimum standards for the security of computer systems and should also organise information campaigns on cybercrime and risks for computer system users.

The Ministry of Justice, the Ministry of Internal Affairs, the Ministry of Transport and Communications, the Ministry of Public Services, and the Kosovo Intelligence Services shall develop special training programmes for personnel for the purpose of preventing and fighting cybercrime in accordance with specific competencies.

We have not identified any provisions that could lead to conflicts of laws issues. However, in certain cases, the provisions of Law No. 05/L-030 “On interception of electronic communications”, which govern the procedures and conditions for authorised interception of electronic communications, may come into conflict with the measures for surveillance, detection, prevention or mitigation of an Incident by authorised authorities in the cybercrime area.

There is no obligation to report information related to Incidents to any special authority in Kosovo. However, the Cyber Crime Law provides that the Ministry of Justice, in cooperation with the Ministry of Internal Affairs, shall continuously maintain and supplement the database on cybercrime.

In principle, in order to report any criminal offence, a criminal complaint may be filed by any person to the police station in the area where the crime was committed or to the competent state prosecutor (i.e. to locate the perpetrator, to prevent, detect and preserve traces and other evidence, to collect all the information that may be of use in criminal proceedings, etc.). In order to perform these tasks, the police are authorised, under the provisions of the Criminal Procedure Code (Law No. 04/L-121), to gather information from individuals, to take all the necessary steps to establish the identity of the persons, and to interview witnesses or possible suspects, etc.

Based on such collected information, the police drafts the criminal complaint and submits it to the competent state prosecutor. The public prosecutor is obliged to act according to the criminal complaint, i.e. to initiate proceedings (file an indictment) or to dismiss the criminal complaint.

The applicable legislation is silent in this regard.
2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The applicable legislation does not address this issue.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The State Prosecutor and the Courts are the institutions responsible for the prosecution and punishment of perpetrators of criminal offences and for the confiscation of property acquired through criminal offences.

Also, listed below are institutions relevant to the cybercrime area:

- The Ministry of Internal Affairs is responsible for the drafting and monitoring of policies and legislation in the field of overall security and cybersecurity.
- The Kosovo Police, as a law enforcement agency, has the primary responsibility in combating all forms of cybercrime within the Cybercrime Sector and for implementing specific supporting structures. The Kosovo Police also serves as a contact point for international cooperation in the field of cybercrime.
- The Kosovo Intelligence Agency identifies threats that endanger Kosovo’s security, such as the threat to territorial integrity, institutional integrity, constitutional order, stability and economic development, as well as threats to global security to the detriment of Kosovo.
- The National Agency for the Protection of Personal Data ensures that controllers respect their obligations regarding the protection of personal data and that data subjects are informed about their rights and obligations in accordance with the Law “On protection of personal data”.
- The Ministry of Justice, the Ministry for the Kosovo Security Force, the Ministry of Economic Development, the Ministry of Foreign Affairs, the Ministry of Finance, as well as the Regulatory Authority of Electronic Data and Postal Communications and the Information Society Agency contribute to cybersecurity in their relevant fields.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

There are no penalties provided for by the applicable legislation.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

We are not aware of any enforcement actions taken in this area.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

There is no consolidated practice in the area of cybercrime to make this assessment.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

There are no specific requirements as regards to cybersecurity in different organisations. However, as regards the telecommunication sector, there are specific obligations for the purpose of criminal proceedings for entrepreneurs of public electronic communications services and networks based on the Law “On electronic communications” (Law No. 04/L-109). As regards the financial sector, financial institutions in Kosovo are bound by the provisions of the Law “On the prevention of money laundering and combating financing of terrorism” (Law No. 05/L-096), which provides measures and procedures for detecting and preventing criminal offences of money laundering and combating terrorist financing.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

We have not identified such circumstances based on the applicable legislation.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

There is no such responsibility provided under the Applicable Laws for companies.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

No, they are not.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

No, they are not.
5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Civil actions that may be brought would be those claiming compensation of damages in virtue of the Law “On obligations relationship” (Law No. 04/L-077). In that case, the culpability of a person that has caused damages in relation to any Incident should be proven.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

From the review of some of the published decisions of the Basic Courts and the Supreme Court adopted during 2017 and 2018, we have not identified any decision adopted in this respect. Based on media reports, there have been several cases of prosecution for possession or use of passwords, software or other tools to commit cybercrime, prosecuted in connection with the criminal offence of abuse of banks and credit cards.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

There are no such liabilities provided under Kosovo law.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Such a type of insurance does not exist in practice.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no such regulatory limitations provided by the Applicable Laws.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

There are no such requirements provided by the applicable legislation.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

We have not found any provisions in the Law “On witness protection” (Law No. 04/L-015) that may limit the reporting of Incidents. The law provides for special and urgent measures and procedures for witness protection if there is a serious threat to a person and the person’s close relatives and if that person agrees to cooperate closely with the courts or investigatory authorities.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Pursuant to the Criminal Procedure Code (Law No. 04/L-123), the state prosecutor may undertake investigative actions or authorise the police to undertake investigative actions regarding the collection of evidence. In the latter case, the police shall investigate criminal offences and shall take all the steps necessary to locate the perpetrator, to prevent the perpetrator or his/her accomplice from hiding or fleeing, to detect and preserve traces and other evidence of the criminal offence and objects which might serve as evidence, and to collect all the information that may be of use in the criminal proceedings.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There are no such requirements.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)

Yes. Under section 3 of the Computer Crimes Act 1997 (“CCA”), it is an offence if a person knowingly and intentionally accesses a computer without authorisation and causes a computer to perform any function with the intent to secure access to any program or data held in any computer.

A person found guilty of an offence under section 3 is liable to a fine not exceeding RM150,000, or imprisonment not exceeding five years or both.

In *PP v Vishnu Devarajan* [2016] 1 LNS 1066, the accused was charged under section 3 of the CCA for accessing without authorisation the servers of a broadcast centre and the server database of a Malaysian radio network company. However, all charges were dropped due to technical and procedural errors in the prosecution of the case.

Section 4 of the CCA creates a further offence against persons who commit a hacking offence under section 3 with the intent to: (i) commit an offence involving fraud or dishonesty which causes injury under the Malaysian Penal Code (the main penal statute in Malaysia) (the “Penal Code”); or (ii) facilitate the commission of such an offence whether by himself or any other person. A person found guilty under section 4 is liable to a fine not exceeding RM150,000, or imprisonment not exceeding 10 years, or both.

In *Basheer Ahmad Maula Sahul Hameed v PP* [2016] 6 CLJ 422, the two accused persons, who were husband and wife, where the wife worked in a bank, were convicted under section 4(1) of the CCA for using a debit card belonging to an airplane accident victim to withdraw cash from an ATM machine and for transferring money from several other victims’ online banking accounts without authorisation.

Denial-of-service attacks

There is no specific provision which provides for denial-of-service attacks. However, under section 233(1)(b) of the Communications and Multimedia Act 1998 (“CMA”), a person who continuously, repeatedly or otherwise initiates a communication using any applications services with the intent to annoy, abuse, threaten or harass any person at any number or electronic address commits an offence, regardless of whether the communication ensued and whether or not the person initiating such communication disclosed their identity.

A person found guilty of an offence under section 233(1)(b) is liable to a fine not exceeding RM50,000, or imprisonment not exceeding one year, or both, and shall also be liable to a further fine of RM1,000 for every day that the offence is continued after conviction.

To date, there have been no reported cases under section 233(1)(b) of the CMA.

Phishing

There are no specific offences with regard to phishing. However, other statutory provisions may be applicable in tackling phishing offences.

Under section 416 of the Malaysian Penal Code, any person is said to “cheat by personation”, if he cheats by pretending to be some other person, or by knowingly substituting one person for another, or representing that he or any other person is a person other than he or such other person really is. The offence of cheating by personation is punishable with imprisonment for a term which may extend to seven years and/or a fine.

To date, there are no reported cases specifically in relation to phishing.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

Infection of IT systems with malware is an offence punishable under the CCA. Under section 5 of the CCA, it is an offence for a person to do any act which he knows will cause unauthorised modification of the contents of any computer.

A person found guilty of an offence under section 5 is liable to a fine not exceeding RM100,000, or imprisonment not exceeding 10 years, or both.

In *PP v Roslan and Anor* [2016] 1 LNS 651, the accused who worked as a Systems Analyst in the IT Department of the Malaysian Hajj Pilgrims Fund Board, was convicted under section 5(1) of the CCA for modifying pilgrims’ records in the organisation’s database without authorisation.

In *PP v Vishnu Devarajan* [2016] 1 LNS 1066, the accused was charged under section 5 of the CCA for, amongst others, carrying out the following without authorisation: downloading and launching software; running and stopping certain processes on servers; and running certain programs on the database server of a broadcast centre. However, all charges were dropped due to technical and procedural errors in the prosecution of the case.

In *Kangaie Agilan Jammany v PP* [2017] 1 LNS 1640, the accused, an employee of AirAsia, a low-cost airline carrier company, was charged under section 5 of the CCA where he used the Air Asia reservation system without authorisation to modify passenger flight reservations.
schedules, in order to help family members and friends obtain airline tickets at lower rates.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

Under section 236 of the CMA, it is an offence for a person to possess or use any counterfeit access devices, unauthorised access devices (e.g. lost, stolen, expired, or obtained with the intention to defraud), any device-making equipment intended to make counterfeit access devices, or any other equipment or device modified or altered or intended to alter or modify such other equipment or device in order to obtain unauthorised access to any network services, etc.

Possession or use of the above is an offence and the offender would be liable to a fine not exceeding RM500,000 or to imprisonment not exceeding five years, or both.

Under section 240 of the CMA, it is an offence to distribute or advertise any communications equipment or device for interception of communication. An offence under this section would render the offender liable to a fine not exceeding RM100,000 or to imprisonment not exceeding two years, or both.

To date, there have been no reported cases under either section 236 or section 240 of the CMA.

Identity theft or identity fraud (e.g. in connection with access devices)

The Penal Code contains provisions on cheating by personation. Although not cyber-specific, section 416 of the Penal Code (as discussed above) may apply to identity theft. Under section 416 of the Penal Code, it is an offence to “cheat by personation”, i.e. where a person cheats by pretending to be some other person, or by knowingly substituting one person for another, or representing that he or any other person is a person other than he or such person really is.

To date, while there has been news of individuals committing identity theft or fraud, such cases have, however, usually been tried on the basis of contravening national registration regulations (in relation to impersonating or theft of identification cards). There have been no reported cases for actions on identity theft or identity fraud specifically in the context of cybersecurity or cybercrimes.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Under Malaysian law, the right to bring an action for breach of confidence stems from common law, or pursuant to the contracts of employment, which generally contain confidentiality clauses and as such would not constitute a criminal offence.

Copyright owners have the right to bring an action for copyright infringement either as a civil or criminal offence. Section 41 of the Copyright Act 1987 sets out a range of offences for copyright infringement, which include making for sale or hire, distributing, and exhibiting in public any infringing copy during the subsistence of copyright in a work or performers’ right.

In Chuah Gim Seng & More Again v. SO [2009] 10 CLJ 65, the appellants were found guilty and convicted for the sale of pirated copy films. The penalty imposed was RM2,000 for the sale of each copy and in default a four-month jail term for failure to pay each charge.

In PP v. Haw Swee Po [2011] 5 LNS 23, the accused was tried for possession and use (other than for private and domestic use) of 3,300 copies of seven films in DVD format. The court sentenced the accused to 14 months’ imprisonment.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Activities which adversely affect or threaten security, confidentiality, integrity or availability of IT systems, infrastructures, etc. are prohibited or regulated under the CMA. For example, it is an offence to: use any apparatus or device with the intent to obtain information regarding the contents, sender or addressee of any communication without an approval by a registered certifying agency (section 231 of the CMA); possess or create a system designed to fraudulently use or obtain any network facilities, network service, applications service or content applications service (section 232(2) of the CMA); intercept, attempt to intercept, procure any other person to intercept or attempt to intercept, any communications (section 234 of the CMA); and extend, tamper with, adjust, alter, remove, destroy or damage any network facilities or any part thereof (section 235 of the CMA).

A person who is found liable for any of the above offences under CMA may, upon conviction, be held liable to a maximum fine ranging from RM50,000 to RM300,000 or imprisonment not exceeding two to three years, or both.

In relation to personal data, organisations are required to ensure the security of individuals’ personal data (section 9 of the Personal Data Protection Act 2010, the “PDPA”), and in this regard are required to comply with the minimum security standards prescribed by the Personal Data Protection Standards 2015 (the “PDP Standards”). Non-compliance with section 9 of the PDPA may hold the offender liable to a fine not exceeding RM100,000 or imprisonment not exceeding two years, or both, whereas non-compliance with any of the security standards under the PDP Standards may result in the offender being held liable to a fine not exceeding RM250,000 or imprisonment not exceeding two years, or both.

To date, there have been no reported cases prosecuted under any of the abovementioned provisions of the CMA or PDPA.

Failure by an organisation to implement cybersecurity measures

There is currently no legislation which imposes a blanket requirement in respect of implementing cybersecurity measures. The closest is the PDPA, which only applies to organisations involved in commercial transactions and expressly excludes the Government of Malaysia.

Organisations that are involved in processing personal data are required to implement minimum security standards as prescribed by the PDP Standards, or such other standards as prescribed by the Personal Data Protection Commissioner (the “PDP Commissioner”) from time to time.

Certain sectors are additionally subject to the guidelines requiring the implementation of certain cybersecurity measures, for example:

(a) in the capital market industry, capital market entities are subject to cybersecurity requirements as set out in the Guidelines on Management of Cyber Risk issued by the Securities Commission of Malaysia (“SC”); and

(b) in the banking and financial sector, banks and financial institutions are subject to the requirements as set out in the Guidelines on Management of IT Environment (GPIS 1) issued by the Central Bank of Malaysia or Bank Negara Malaysia (“BNM”).

1.2 Do any of the above-mentioned offences have extraterritorial application?

Yes. The CCA, CMA, and to a certain extent, the Penal Code (in relation to terrorism and offences against the state) have extraterritorial application.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

For organisations that are subject to cybersecurity obligations or requirements (e.g. PDPA, sector-specific cybersecurity requirements),
there are no specific actions specified in the statutes or guidelines which might mitigate the penalty which would otherwise be incurred by reason of any breach or non-compliance by the organisation. However, it is reasonable to infer that cooperation with the relevant regulators or enforcement authorities, or active steps taken to mitigate the loss or damage caused by any of the offences, may serve to mitigate the severity of the penalty to be imposed by the regulators or enforcement authorities.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

It is generally an offence (even though not specific to cybersecurity) to commit or facilitate terrorism activities, e.g. where there is financing of terrorism, or participation or indication of support to terrorist groups or activities (section 130J of the Penal Code).

In the context of cyberterrorism, sub-section (2)(k) of section 130J specifically provides that “support” to a terrorist group extends to the act of “using social media or any other means to:

(i) advocate for or to promote a terrorist group, support for a terrorist group or the commission of a terrorist act; or

(ii) further or facilitate the activities of a terrorist group”.

While Malaysian enforcement authorities have regularly taken steps to block or remove known terrorist websites, there have been no reported cases in respect of cyberterrorism under the abovementioned section 130J(2)(k) of the Penal Code.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

As at the time of writing, there is no single piece of legislation in Malaysia in respect of cybersecurity. In June 2017, the then Malaysian Home Minister, Ahmad Zahid Hamidi, announced that a new cybersecurity bill will be drafted and tabled in Parliament, in order to combat cybercrimes, including recruitment and financial sourcing by terrorist groups, money laundering and online gambling. However, the cybersecurity bill has not been tabled in Parliament to date.

Notwithstanding the above, the current laws which relate to cybersecurity in Malaysia include:

Communications and Multimedia Act 1998 (CMA)

The CMA provides for and regulates the converging areas of communications and multimedia. In particular, the CMA regulates various activities carried out by licensees (i.e. network facilities providers, network service providers, applications service providers and content applications service providers) as well as those utilising the services provided by the licensees. One of the objects of the CMA is to ensure information security and network reliability and integrity in Malaysia. The CMA: requires licensees to use their best endeavours to prevent network facilities or network services from being used for the commission of any offence under Malaysian laws; prohibits fraudulent or improper use of network facilities or network services; prohibits the use and possession of counterfeit access devices; prohibits use of equipment or device in order to obtain unauthorised access to any network services; and prohibits interception of any communications unless with lawful authority.

Computer Crimes Act 1997 (CCA)

The CCA criminalises: the act of gaining unauthorised access into computers or networks; spreading malicious codes (e.g. viruses, worms and Trojan horses); unauthorised modification of any program or data on a computer; as well as wrongful communication of any means of access to a computer to an unauthorised person. Depending on the type of offence committed, the fine for a convicted offence ranges from RM25,000 to RM150,000 or imprisonment of three to 10 years or both. The case Basheer Ahmad Maula Sahul Hameed v PP [2016] 6 CLJ 422 (as discussed in ‘Hacking’ in question 1.1 above) is an example of an offence under CCA.

Penal Code

In cases where computer-Internet-related crime activities are involved, but do not specifically fall within the ambit of any of the aforementioned statutes (for example, online fraud, cheating, criminal defamation, intimidation, gambling, pornography, etc.), such offences may be charged under the Penal Code, which is the main statute that deals with a wide range of criminal offences and procedures in Malaysia.

Personal Data Protection Act 2010 (PDPA)

The PDPA regulates the processing of personal data in commercial transactions and applies to anyone who processes and has control over or authorises the processing of any personal data in respect of commercial transactions.

The most relevant PDPA principle in the context of cybersecurity would be the Security Principle, i.e. appropriate technical and organisational security measures must be taken to prevent unauthorised or unlawful processing of personal data and accidental loss, misuse, modification or unauthorised disclosure of personal data.

The PDP Commissioner has also issued subsidiary legislation pursuant to the PDPA, among which are the Personal Data Protection Regulations 2013 (the “Regulations”) and the Personal Data Protection Standard 2015 (the PDP Standards), which provide specific requirements regarding security standards expected of data users.

Copyright Act 1987 (“Copyright Act”)

The Copyright Act generally protects copyrights, including trade secrets, intellectual property in devices or data, etc. Where any technological protection measure is applied to any copyright, it is an offence under the Copyright Act to circumvent such technological protection measures (section 36A of the Copyright Act). No person shall offer such technology or device which allows for circumvention of such technological protection measures, and non-compliance with the provision would be an offence and the person guilty of the offence may be held liable to a fine not exceeding RM 250,000 or to imprisonment for a term not exceeding five years, or to both; and for any subsequent offence, to a fine not exceeding RM 500,000 or to imprisonment for a term not exceeding 10 years, or to both.

Strategic Trade Act 2010 (“Strategic Trade Act”)

The Strategic Trade Act 2010 is the legislation that controls the export, trans-shipment, transit and brokering of strategic items and technology, as well as activities that will or may facilitate the design, development, production and delivery of weapons of mass destruction. The Strategic Trade Act, which is consistent with Malaysia’s international obligations on national security, prohibits the import or export of strategic items, including items deemed as ‘strategic technology’ (i.e. controlled items as determined by the Minister of International Trade and Industry in Malaysia, such as encryption technology) (section 9 of the Strategic Trade Act).
2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The Malaysian Government, under the National Cyber Security Policy (“NCSP”) has identified 10 critical sectors in Malaysia, known as the Critical National Information Infrastructure (“CNII”), which are required to be protected to a level commensurate with the risks faced. These CNII sectors are:

2. Banking and Finance.
3. Information and Communications.
4. Energy.
5. Transportation.
10. Food and Agriculture.

While there are no minimum protective measures in general and across sectors to protect data and information technology systems from Incidents (save for security requirements in relation to personal data under the PDPA), the government of Malaysia has stipulated ISO/IEC 27001 Information Security Management Systems ("ISMS") as the baseline standard for information security and has proposed for all CNII sectors (as listed above) to be ISMS-certified. Such standards have been incorporated in certain sector-specific guidelines/handbooks. Penalties for failure to undertake such protective measures would be as prescribed by the respective standards/guidelines.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

The PDPA regulates processing of personal data in the context of commercial transactions, including for the purpose of ensuring security of such data. Under the Regulations, organisations that process personal data (i.e. data users under the PDPA) are required to develop a security policy to ensure that personal data is protected from any loss, misuse, modification, unauthorised or accidental access or disclosure, alteration or destruction.

Further to the above, the PDP Standards prescribe a list of minimum security standards to be complied with by the data users (e.g. prohibition of the use of removable media devices or cloud computing services for transfer or storage of personal data, unless with written authorisation from the top management of the organisation; ensuring the organisation’s backup/recovery system and anti-virus software are regularly updated to protect personal data from data intrusion or security breach; contractually binding third-party data processors in respect of data processing activities, etc.).

From the perspective of the CMA in turn, section 263 requires all network facilities or network service providers to use their best endeavours to prevent network facilities or network services, applications services or content applications services from being used in, or in relation to, the commission of any offence under any law of Malaysia.

Apart from the above, several sector-specific standards and guidelines also require organisations to apply security measures. Some examples of these are Guidelines on Internet Insurance for the Insurance Sector, BNM Guidelines on the Provision of Electronic Banking (e-banking) Services, the BNM Guidelines on Data Management and Management Information System (MIS) Framework for the Banking Sector and the Securities Commission Malaysia’s Guidelines on Management of Cyber Risk. These standards and guidelines will be further discussed below.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

No such issues have arisen thus far in Malaysia.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

There are currently no applicable laws in Malaysia that generally require organisations to report information related to Incidents or potential Incidents to a regulatory or other authority.

However, in August 2018, the PDP Commissioner published the Public Consultation Paper (No. 1/2018) entitled “The Implementation of Data Breach Notification” (the “DBN Public Consultation Paper”) which would be applicable to organisations who are required to register under the PDPA and who process personal data or have control over or authorise the processing of any personal data (i.e. registered data users under the PDPA).

Pursuant to the DBN Public Consultation Paper, the PDP Commissioner intends to implement a data breach notification mechanism (“DBN”) in Malaysia, where data users are required to notify and inform the relevant authorities and affected parties when a data breach has occurred within the organisation. Organisations will be required to report on:

(i) details about the Incident, (i.e. summary of the event and circumstances, type and amount of personal data involved in the Incident and the estimated number of affected individuals);
(ii) the organisation’s containment or control measures (i.e. details of actions/measures taken or to be taken to contain the breach and the potential harm of the breach, especially to the affected individuals);
(iii) details and requirements with regards to notification (i.e. identification of the persons who have been notified about the breach, details whether any regulatory bodies/law enforcement agencies have been notified about the breach, the method(s) used by the organisation to notify the affected individual about the Incident, any advice given to the affected individual, the requirement for the PDP Commissioner to be notified no later than 72 hours after having become aware of the breach); and
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The DBN Public Consultation Paper in its current draft form merely provides that data users are to report to the authority and the affected/relevant parties where a breach has occurred in an organisation. However, the PDP Commissioner has not clarified the scope of such “breach” nor identified the events which would trigger reporting obligations, and whether any defences or exemptions exist by which the data subject might prevent publication of that information.

The DBN Public Consultation Paper is expected to come into force by the end of 2018.

Certain sector-specific guidelines have been issued imposing such requirements. Some examples are as follows:

- **Banking Sector:** BNM’s Guidelines on Management of IT Environment (“GPIS 1”) outline the minimum responsibilities and requirements for mitigating risks pertaining to the IT environment.

  Under the Guidelines, banks are required to report to BNM on any serious security breaches, system down-time and degradation in system performance that critically affects the bank/financial institution, immediately upon detection by providing “initial information/observation” and the subsequent formal report within two days; and

- **Capital Market:** Securities Commission Malaysia’s Guidelines on Management of Cyber Risk sets out the roles and responsibilities of capital market entities, policies and procedures that should be developed and implemented, requirements for managing cyber risk and reporting requirements to the Securities Commission Malaysia. Under the said Guidelines, the capital market entities must report to the Securities Commission Malaysia on any detection of a cyber Incident impacting the entity’s information assets or systems, on the same day of the Incident. The entities are also required to report any cyber breaches to the board of directors and periodically update the board on emerging cyber threats and their potential impact on the entity.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

While there are no general restrictions with regards to voluntary sharing of information pertaining to an Incident, this is subject to sector-specific regulations and regulatory oversight which may constrain an organisation from sharing such information. Additionally, where the information involves personal data, the organisation needs to make sure that the disclosure of the said personal data must fall within the exceptions under the PDPA.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

There are currently no general requirements under Applicable Laws for organisations to report information relating to Incidents or potential Incidents to affected individuals. Notwithstanding the foregoing, the DBN Public Consultation Paper (which is currently in the public consultation stage, and pending formal issuance as discussed in question 2.5 above) requires organisations to provide information in relation to:

(i) details of actions/measures taken or to be taken to contain the breach;

(ii) advice given to the affected individual; and

(iii) the potential harm of the breach on the affected individuals and the method(s) used by the organisation to notify affected individuals about the Incident.

Apart from the general requirement for data users to report data breach events, the DBN Public Consultation Paper has not specified the circumstances (i.e. what constitutes a “data breach”) in which this reporting obligation is triggered.

Further to the above, certain sector-specific guidelines require the applicable organisations to implement policies or procedures to inform the relevant stakeholders of the Incident (e.g. the SC Guidelines on Management of Cyber Risk requires the relevant entity to implement communication procedures that will be activated by the entity in the event of a cyber breach, which include reporting procedures, information to be reported, communication channels, list of internal and external stakeholders and a communication timeline).

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No, they do not.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

Regulators responsible for enforcing requirements are generally either sector-specific or subject matter-specific, including but not limited to:

<table>
<thead>
<tr>
<th>Sector/Subject Matter</th>
<th>Relevant Statute/Regulations</th>
<th>Regulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Security/Network Reliability and Integrity</td>
<td>Communications and Multimedia Act 1998</td>
<td>Malaysian Communications and Multimedia Commission (MCMC)</td>
</tr>
<tr>
<td>Personal Data</td>
<td>Personal Data Protection Act 2010</td>
<td>Personal Data Protection Department/Commissioner’s Office</td>
</tr>
<tr>
<td>Penal Offences</td>
<td>Penal Code, Computer Crimes Act 1997</td>
<td>Royal Malaysian Police</td>
</tr>
<tr>
<td>Sector-Specific Regulations</td>
<td>Banking and Financial Sector Guidelines</td>
<td>Central Bank of Malaysia or Bank Negara Malaysia (BNM)</td>
</tr>
<tr>
<td></td>
<td>Securities Commission Guidelines</td>
<td>Securities Commission Malaysia (SC)</td>
</tr>
</tbody>
</table>

Penalties for failure to comply with any of the abovementioned...
requirements are dependent upon the respective statutes, regulations or guidelines, for example:

- non-compliance with the PDPA may result in the organisation, upon conviction, to be liable to a maximum fine ranging from RM100,000 to RM500,000 or imprisonment ranging from one to three years, or both;
- non-compliance with the provisions under the CMA may result in the organisation, upon conviction, to be liable to a maximum fine ranging from RM50,000 to RM500,000 or imprisonment ranging from one to five years, or both;
- contravention of the provisions under the CCA or Penal Code would subject the organisation to enforcement by the Royal Malaysian Police, and may expose the organisation to liability involving a fine ranging from RM25,000 to RM150,000 or imprisonment of three to 10 years or both; or
- non-compliance with the relevant sector-specific guidelines may expose the organisation to enforcement actions by the relevant regulators (e.g. BNM or the SC), and may subject the organisation to regulatory sanctions such as a warning, public or private reprimands, an order to mitigate remedy the non-compliance, or even imposition of a monetary penalty. In cases involving severe non-compliance, the regulators may commence prosecution against the organisation.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

There are no reported cases in Malaysian law journals in relation to any non-compliance of the abovementioned requirements. From the regulatory perspective, regulators may impose regulatory sanctions on their licensees. These regulatory sanctions may be issued either privately (e.g. BNM) or publicly (e.g. MCMC) by regulators, depending on the regulator. A list of investigations and prosecutions is available on MCMC’s official website.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

As stated in questions 2.3 and 2.5 above, apart from the PDP Standards which prescribe a list of minimum security standards to be complied with by data users, cybersecurity obligations and requirements vary across different sectors and are imposed in sector-specific legislation, regulations, standards and/or guidelines.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Financial services sector

Guidelines on Internet Insurance

The Guidelines state that an internet insurance system security arrangement should minimally achieve data privacy and confidentiality, data integrity, authentication, and non-repudiation and network and access controls. Insurers are required to put in place critical technologies and to have a thorough and documented security procedure in relation to the risk exposures and needs of its internet insurance, such as:

- (a) the latest critical technologies available such as firewalls, intrusion detection systems, anti-virus or virus-protection, encryption, virtual private networks (VPNs), public key infrastructure (PKI) and payment protocols; and
- (b) security procedures such as user IDs and passwords, time stamping, reconciliation of all transactions, segregation of roles and responsibilities, audit trails, and testing.

BNM Guidelines on the Provision of Electronic Banking (e-banking) Services

In the Guidelines on E-Banking, security standards to be applied are based on the risk management of different e-banking types. The Guidelines set out different minimum security standards for different types of banking services. For example, in transactional services which present the greatest risk in e-banking (as it links to the financial institutions’ internal networks and computer systems that hold critical account information and other information assets), the Guidelines require utilisation of the highest level of protection including strong authentication and encrypted transmission of highly sensitive data.

Bank Negara Guidelines on Data Management and Management Information System (MIS) Framework

These Guidelines set out several principles and elaborate on the specific safeguards to be applied for each principle. Among the safeguards required are that banks/financial institutions are to obtain the MS ISO/IEC 27001 Information Security Management Systems (ISMS) certification for critical systems, particularly the payment and settlement systems, to ensure that safeguards and security measures implemented over data and IT systems are effective.

Telecommunications sector

There are currently no specific cybersecurity obligations imposed on licensees under the CMA. However, under section 263 of the CMA, the Commission or other authority, may make requests in writing to its licensees requesting the licensees to assist the Commission or any other authority, as far as reasonably necessary, in preventing the committing or attempted committing of an offence under any written law of Malaysia, or otherwise in enforcing the laws of Malaysia, including the protection of the public revenue and preservation of national security.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Failure by a company to prevent, mitigate, manage or respond to an Incident would potentially give rise to a breach of directors’ duties. In the event of any breach or non-compliance of statutory requirements by the organisation, the directors may also be held jointly or severally liable for such breach or non-compliance.

Under section 133 of the PDPA, it is expressly provided that the commission of any offence by the body corporate may also render the officers of the body corporate (e.g. directors, the chief executive officer, managers, etc., who were responsible for the management of the affairs of the body corporate) to be charged severally or jointly with the body corporate, and in such instances may also be found to have committed the offence.

Directors may also be found liable for such failure under the relevant sector-specific standards or guidelines. For example, in the banking
and financial sector, the Guidelines on Data Management and MIS Framework issued by BNM provide that senior management and the board of directors must play a key role in the development of a data management and management information system framework; and in capital markets sector, the Guidelines on Management of Cyber Risk issued by the SC set out the roles and responsibilities of the board of directors and management in the oversight and management of cyber risk. These provide that directors are subject to certain responsibilities and consequently may be held responsible for any non-compliance therewith.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

There is no general requirement under Malaysian laws for companies to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments; and (d) perform penetration tests or vulnerability assessments. Requirements are generally sector-specific and in accordance with the relevant standards or guidelines (e.g. SC Guidelines on Management of Cyber Risk requires cyber risk policies and procedures to be implemented by the organisation, and sets out the required contents of such policies and procedures as well as an Incident response template).

Notwithstanding the above, the DBN Public Consultation Paper (which, as described in question 2.5 above, is still in the public consultation stage and pending official issuance by the PDP Commissioner) provides in general that a training/awareness programme and detailed guidance should be given to the organisation’s staff for handling such Incidents.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Companies are not subject to general disclosure requirements in relation to cybersecurity risks or Incidents (whether to listing authorities, the market or otherwise in their annual reports).

Disclosure requirements in relation to cybersecurity risks or Incidents are sector-specific. For example, the Guidelines on Management of Cyber Risk, issued by the Securities Commission Malaysia, requires capital market entities to develop and implement cyber risk policies and procedures, which must include the strategy and measures to manage cyber risk encompassing prevention, detection and recovery from a cyber breach.

Notwithstanding the above, the DBN Public Consultation Paper (which, as described in question 2.5 above, is still in the public consultation stage and pending official issuance by the PDP Commissioner) provides in general that notification of Incidents must also be made to other regulatory bodies/law enforcement agencies.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

Apart from the Applicable Laws (as set out at question 2.1 above), companies would also be subject to specific requirements in relation to cybersecurity under the relevant sector-specific standards or guidelines.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

In the event of an Incident, the company or organisation may be subject to civil actions on grounds of breach of contract or breach of statutory duties under the Applicable Laws (as set out at question 2.1 above).

In order to bring a claim on grounds of breach of contract, the claiming party must establish that there was a contractual duty in respect of cybersecurity (e.g. duty to protect confidential information or personal data), that there was a breach of such duty, and the loss or damage occasioned by such breach. A breach of statutory duty in itself would give rise to a right to commence civil action, although the quantum of damages would be dependent on the extent of loss or damage suffered by the claiming party. The company or organisation may also be liable under tort, as set out in question 5.3 below.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

An example would be Dynacraft Industries Sdn Bhd v Lee Kooi Khoon [2008] 3 ILR 265, where an employer commenced action against a dismissed employee for alleged unauthorised interception and disclosure of electronic communication (in this case, another employee’s private emails), in contravention with section 234 of the CMA (interception of communication). Apart from the foregoing, civil actions on grounds of copyright infringement, breach of confidence, have been brought in Malaysian courts.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

In the event of an Incident, the company or organisation may also potentially be exposed to tortious liability on grounds of negligence, as the aggrieved party may allege loss or damage as a result of the company’s or organisation’s breach of duty of care in relation to cybersecurity.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out cyber risk insurance against Incidents in Malaysia. Cyber risk insurance may either be first party coverage (i.e. to insure against loss and damage sustained by the insured, i.e. the organisation itself) or third-party coverage (i.e. to insure against liability for loss, damage or personal injury caused to a third person, namely the customers or clients of the organisation).

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no known regulatory limitations in respect of cyber risk insurance coverage. However, risk exposure due to the company’s
or organisation’s own negligence or wilful default will likely be excluded by the insurer from the scope of insurance policy coverage.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

There are no specific requirements under the Applicable Laws requiring monitoring of employees and for the employees to be under an obligation to report cyber risks, security flaws, Incidents, etc. to the employer. However, sector-specific guidelines may prescribe that employees be made aware of and understand the cyber risk policies procedures, the possible impact of cyber threats, as well as their roles in managing such threats (Guidelines on Management of Cyber Risk, issued by the Securities Commission Malaysia).

Additionally, the DBN Public Consultation Paper (which, as described in question 2.5 above, is still in the public consultation stage and pending official issuance by the PDP Commissioner) provides in general that a training/awareness programme and detailed guidance should be given to the organisation’s staff for handling such Incidents.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are no known Applicable Laws that may prohibit or limit the reporting of cyber risks, security flaws, Incidents by an employee, etc. In fact, the Whistleblower Protection Act 2010 (“WPA”) was passed to encourage and facilitate the disclosures of improper conduct of companies or organisations by protecting the informants making such disclosures. It is further provided under section 6(5) of the WPA that any provision in any contract of employment which purports to preclude the employee from making a disclosure of improper conduct shall be to that extent void.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

The Royal Malaysian Police, the MCMC and other relevant regulatory authorities are granted wide investigatory powers under the relevant statutes (as set out in question 2.9 above).

In general, the law enforcement or regulatory authorities are authorised under the relevant statutes to exercise the following investigatory powers during an investigation:

- the power to investigate the relevant persons;
- search and seizure, by warrant or without warrant;
- request for access to computerised data;
- the power to intercept communications;
- the power to require the production of records, accounts, computerised data, documents, etc., and to make such inquiry as may be necessary to ascertain if the relevant statutory provisions have been complied with;
- the power to require attendance of persons acquainted with the case;
- examination of persons acquainted with the case; and
- the power to institute prosecution, with consent in writing of the Public Prosecutor.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

While there are no legal requirements under the Applicable Laws for organisations to implement backdoors in IT systems specifically for law enforcement authorities, several cybersecurity-related statutes provide the need for law enforcement authorities to be provided with the relevant encryption keys, passwords, decryption codes, software or hardware or any other means required in order to have access to computerised data during the course of investigations (section 249 of the CMA; section 10 of the CCA).
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

There is no definition in Mexican law of the terms “cybercrime” and “cybersecurity”; however, the Federal Criminal Code regulates illegal behaviours committed through electronic means that could be identified as cybercrimes by the use of electronic means for their commission.

Regarding examples of jurisdiction in Mexico, according to Article 16 of the Political Constitution of the United Mexican States (“Mexican Constitution”), no one shall be disturbed in his/her private affairs, family, home, papers or possessions (including private information), except by written order of a competent authority, duly grounded in law and fact, which sets forth the legal cause of the proceeding. In this regard, any non-consented access to private information may be sanctioned by law; thus, only a federal judicial authority may authorise any investigation regarding criminal offences.

Hacking (i.e. unauthorised access)

Article 211bis of the Federal Criminal Code provides that whoever, without authorisation, modifies, destroys or causes loss of information contained in systems or computer equipment protected by a security mechanism shall be imposed with a prison sentence of six months to two years, by the relevant authority, as well as a fine of approximately MNS$8,004.00 to MNS$24,012.00. The aforementioned penalty could be duplicated in case the information is used for one’s own benefit or to benefit a third party.

Denial-of-service attacks

The Federal Criminal Code does not provide any definition, or similar definition, for this criminal offence.

Phishing

The Federal Criminal Code does not provide any definition for phishing; however, such criminal offence could be considered as fraud. According to Article 386 of the Federal Criminal Code, a person commits fraud when he/she, with the intent of obtaining a financial gain, handles information through deceit, takes advantage of errors, or misleads a person.

In such case, the relevant authority shall impose a prison sentence of three days to 12 years, as well as a fine of approximately MNS$2,400.00 to MNS$24,012.00, depending on the value in each case.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

The Federal Criminal Code does not provide any definition for this criminal offence; however, this type of behaviour is similar to hacking. The aforementioned penalties are applicable in this case.

In case the criminal offence is committed against the state, the relevant authority shall impose a prison sentence of one to four years, as well as a fine of approximately MNS16,000.00 to MNS48,024.00.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

The Federal Criminal Code provides this criminal offence as “hacking”, which is described above.

Identity theft or identity fraud (e.g. in connection with access devices)

The Credit Institutions Law provides that a person who produces, manufactures, reproduces, copies, prints, sells, trades or alters any credit card, debit card, cheques or, in general, any other payment instrument, including electronic devices, issued by credit institutions, without authorisation of the holder, shall be imposed a prison sentence of three to nine years, by the relevant authority, as well as a fine of approximately MNS2,401,200.00 to MNS24,012,000.00.

In addition, the Federal Criminal Code provides that a person who, with or without authorisation, modifies, destroys or causes loss of information contained in credit institutions’ systems or computer equipment protected by a security mechanism shall be imposed with a prison sentence of six months to four years, by the relevant authority, as well as a fine of approximately MNS8,004.00 to MNS24,012.00.

Moreover, a person who without authorisation knows or copies information in credit institutions’ computer systems or equipment protected by a security mechanism shall be imposed a prison sentence of three months to two years, as well as a fine of approximately MNS4,002.00 to MNS24,012.00.

All the penalties aforementioned could be duplicated if the criminal offence is committed by any counsellor, official, employee or service provider of any credit institution.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

As mentioned, the Credit Institutions Law provides that any person who produces, manufactures, reproduces, copies, prints, sells, trades or alters, any credit card, debit card, cheque or, in general, any other payment instrument, including electronic devices, issued by credit institutions, without authorisation of the holder, shall be imposed with a prison sentence of three to nine years, as well as a fine of approximately MNS2,401,200.00 to MNS24,012,000.00. The
1.2 Are any of the above-mentioned offences have extraterritorial application?

Yes; however, Mexico has not yet adopted international standards related to cybersecurity.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Yes, in the following cases:

1) The Federal Law Against Organized Crime provides: (a) that in the investigation of a crime in which it is assumed on good grounds that a member of organised crime is involved, it is possible to tap private communications; and (b) the obligation of concessionaires, authorised entities and any person holding a means or system that could be intercepted, to cooperate with the authorities, prior to a judicial order.

2) The General Law to Prevent and Sanction Kidnapping Crimes provides the possibility to intercept private communications.

3) The National Security Law, in case of an immediate threat to national security, provides that the Mexican government must request a judicial warrant to intercept private communications for national security purposes.

4) The Federal Telecommunications and Broadcasting Law (“FTBL”), according to Articles 189 and 190, provides that: (i) concessionaires; (ii) authorised entities; and (iii) service providers of applications or contents, are required to: a) allow the corresponding competent authorities to control and tap private communications; and b) provide the support that such authorities request, in terms of the applicable law.

In addition to the federal legislation provided above, there are state laws that allow the interception of individual communications prior to any request from the relevant state authorities (Public Prosecutor of the corresponding state) to a federal judge.

Intervention of private communications is not allowed in: electoral tax; commercial; civil; labour; or administrative matters, or in the case of communications between the arrested and his/her counsel.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

As mentioned, the Federal Criminal Code also regulates as a criminal offence the act of sabotage or unlawful interference with: roads, public services, or state services; steel, electric or basic industries; and centres of production or distribution of weapons, ammunition or military equipment, with the aim of disrupting the economic life of the country or to affect its ability to defend itself.

Also, the relevant Code protects means of communication such as telegrams, telephone lines, radio communications, telecommunication networks, and any component of an installation of production of magnetic or electromagnetic energy or its means of transmission.

In addition, the Federal Criminal Code provides that persons who manufacture, import, sell or lease any device or system, or commit any act with the purpose of decoding any encrypted/protected satellite signal without the legitimate authorisation of the licensed distributor, shall be imposed with a prison sentence of six months to four years.

On the other hand, the Law on Negotiable Instruments and Credit Operations sanctions diverse actions that affect any kind of financial payment instrument (e.g., credit or service cards) or the information contained on them.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

- The Mexican Constitution.
- The FTBL.
- The Data Protection Law, its Regulations, Recommendations, Guidelines and similar regulations on data protection.
- The Federal Law on Transparency and Access to Public Information.
- The General Law on Transparency and Access to Public Information.
- General Standards as the Mexican Official Standard Regarding the Requirements that shall be Observed when Keeping Data Messages.
- The Law on Negotiable Instruments and Credit Operations.
- The Mexican Federal Tax Code.
- The Credit Institutions Law.
- The Sole Circular for Banks.
- The Industrial Property Law.
- The Mexican Copyright Law.
- The National Security Law.
- The Federal Labour Law.
2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

This is not applicable in Mexico.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

As mentioned, there are no minimum protective measures that organisations must implement to protect data and information technology systems from cyber threats; however, the Data Privacy Law provides that data controllers have to implement diverse technical, physical and organisational measures in order to protect information against damage, loss, alteration, destruction, use, or unauthorised access or processing.

In addition to the foregoing, there are certain specific mandatory security measures that certain industries must adopt to protect their customers’ data. Banking laws and regulations provide that banks must implement certain security measures in electronic banking transactions and require the use of several passwords depending on the amount and nature of the transaction.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

This is not applicable in Mexico.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

There is no obligation to report Incidents or potential Incidents to the authorities; however, the General Law on Transparency and Public Information Access provides, in Article 70 Section XLVII, that authorities must provide access and keep updated, for statistical purposes, the list of requests made to telecommunications concessionaires, service providers or Internet applications related to the interception of private communications, access to the registry of communications, and the real-time geo-location of communication equipment, that contains the object, temporary scope and legal grounds of the request and, if applicable, a statement of judicial authorisation.

On the other hand, Data Privacy Laws do not provide a penalty for failure to comply with the rules on reporting threats or breaches; nevertheless, the National Institute for Access to Public Information and Data Protection (“INAI”) is empowered to evaluate if the cause that originated a data breach was caused by a failure of compliance or negligence.

By the interpretation of the Mexican Constitution, organisations must cooperate with government agencies regarding Incidents; however, no law establishes specific requirements to report Incidents or potential Incidents.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Please refer to our answer in question 2.5.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

There is no obligation to report any Incidents or potential Incidents; however, Data Protection Law provides that security breaches that materially affect the property or moral rights of data owners will be reported immediately by the data controller to the data owner, so that the latter can take appropriate action to defend its rights.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No, the responses to questions 2.5 to 2.7 do not change.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The INAI is in charge of: (i) guaranteeing people’s right of access to public government information; (ii) protecting personal data in possession of the federal government and individuals; and (iii) resolving denials of access to information that the dependencies or entities of the federal government have formulated.

The Federal Telecommunications Institute (“IFT”) is in charge of regulating telecommunications and broadcasting services.
2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

The Applicable Laws are silent in this regard.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

This is not applicable in Mexico.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Yes. According to the Data Protection Law, the data controllers have to implement diverse technical, physical and organisational measures in order to protect information against damage, loss, alteration, destruction, use, or unauthorised access or processing. On the other hand, the Federal Criminal Code and the Law on Negotiable Instruments and Credit Operations provide several sanctions in order to avoid criminal offences regarding cybersecurity.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector, and (b) the telecommunications sector?

Yes. Regarding financial services, the Law on Negotiable Instruments and Credit Operations and the Credit Institutions Law, including the Federal Criminal Code, are applicable in order to avoid cybercrimes. The FTBL and the Federal Criminal Code are applicable in this matter.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

There are no specific laws in Mexico related to cybersecurity responsibilities or liabilities of personnel and directors. Nevertheless, and in accordance with the Data Protection Law, every private party, individual or organisation that processes personal information (data controller), has the obligation to appoint a data person or department (data protection officer) who will be a representative for the organisation in privacy and data protection matters and in charge, within the organisation, of the correct processing of personal data (including verification of security measures), as well as of processing requests from data owners for the exercise of their rights to access, rectification, suppression or rejection.

In relation to information security, data protection officers shall adopt measures to guarantee due processing of personal data, privileging the interests of the data owners and their reasonable expectation of privacy.

The measures that the data protection officer shall adopt, and that may be related to cybersecurity, include the following: (i) issuing policies and programmes, which shall be mandatory within the organisation; (ii) implementing training programmes; (iii) implementing a monitoring and surveillance system and internal or external audits to verify compliance with privacy policies; (iv) assigning resources for the implementation of programmes and policies related to privacy; (v) implementing a risk-detection programme to identify privacy risks when launching new products, services, technologies and business models as well as risk-mitigation strategies; (vi) periodically reviewing security policies and programmes to determine whether amendments are needed; (vii) performing compliance checks; and (viii) implementing personal data-tracking systems to trace which data are collected and where they are stored.

The Data Protection Law does not provide a specific sanction for data protection officers, responsible personnel and directors.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Regarding personal data, all data controllers must designate a data protection officer or department; however, the Applicable Laws are silent on cybersecurity matters.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

The Applicable Laws are silent in this regard.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

The Applicable Laws are silent in this regard.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

According to Article 32 of the Federal Criminal Code, organisations and companies are civilly liable for the damages caused to third parties by crimes committed by their partners, managers and directors. The state is similarly liable for the crimes committed by its public officials.

The Federal Civil Code provides a standard of civil liability for public officials.

The Federal Civil Code provides a standard of civil liability for public officials.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

This is not applicable in Mexico.
5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

This is not applicable in Mexico.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out insurance against Incidents in our jurisdiction.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

This is not applicable in Mexico.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

There are no specific requirements; however, the Data Protection Law provides that a person who is involved with personal data is obligated to establish and maintain physical and technical administrative security measures and in case of any breach, such employee must notify the data protection officer.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

This is not applicable in Mexico.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

The Applicable Laws empower the following authorities to investigate an Incident: (i) the General Attorney Office; (ii) Public Prosecutors; (iii) the INAI; and (iv) the IFT.

Public Prosecutors in Mexico are in charge of investigating and resolving cyber activities; a cyber police service has been created to follow up on crimes or unlawful activities committed through the Internet. Complaints directed to the cyber police can be submitted via its website, by phone, or through a Twitter or email account; in addition, the Federal Police have created a scientific division called the National Centre For Cyber-Incidents Response, specialised in providing assistance to the victims or claimants of cyber threats and cyber attacks.

In the case of data protection, the INAI may conduct investigations to follow up personal data matters. The IFT is in charge of the telecommunications sector.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

The Applicable Laws are silent in this regard.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

**Hacking (i.e. unauthorised access)**
Yes. The Cybercrimes (Prohibition and Prevention etc. 2015) Act (the “Cybercrimes Act”) makes it an offence for any person, without authorisation, to intentionally access in whole or in part a computer system or network with the intent of obtaining computer data, securing access to any program and commercial or industrial secrets or classified information.

Maximum penalty: imprisonment for a term of not more than seven years or a fine of not more than N7,000,000.00, or both such fine and imprisonment.

In June 2018, a suspected fraudster was arraigned before a Lagos Magistrate’s Court for allegedly conniving with another suspect, to hack into the mobile app account of Eco Bank Plc and unlawfully withdrawing the sum of N207,000,000.00.

**Denial-of-service attacks**
Denial-of-service is covered by section 8 of the Cybercrimes Act, which makes it an offence for any person to intentionally commit an act without lawful authority which causes the serious hindering of the functioning of a computer system by inputting data which prevents the computer system from functioning in accordance with its intended purpose.

Maximum penalty: imprisonment for a term of not more than two years or a fine of not more than N5,000,000.00, or both such fine and imprisonment.

**Phishing**
Under the Cybercrimes Act, anyone who attempts to acquire sensitive information such as usernames, passwords and credit card details, by masquerading as a trustworthy entity in an electronic communication through emails or instant messaging either in the form of an email from what appears to be your bank asking a user to change his or her password or by revealing his or her identity so that such information can later be used to defraud the use, is liable to three years’ imprisonment or a fine of N1,000,000.00, or both.

**Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)**
Yes. The Cybercrimes Act makes it an offence for any person to engage in malicious or deliberate spread of viruses or any malware thereby causing damage to critical information in public, private or financial institution’s computers. Such a person is liable to three years’ imprisonment or a fine of N1,000,000.00, or both.

**Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)**
Under the Cybercrimes Act, it is an offence for any person who, with intent to commit an offence under the Act, has in his possession any device, including a computer program, a computer password, access code or similar data by which a computer system or network is capable of being accessed for the purpose of committing an offence under the Act.

Maximum penalty: imprisonment for a term of not more than two years or a fine of not more than N5,000,000.00, or both such fine and imprisonment.

**Identity theft or identity fraud (e.g. in connection with access devices)**
The Cybercrimes Act provides that any person who is engaged in the services of any financial institution, and as a result of his special knowledge commits identity theft of his employer, staff, service providers and consultants with the intent to defraud is guilty of an offence and upon conviction shall be sentenced to seven years’ imprisonment or a fine of N5,000,000.00, or both.

On August 1, 2018 the EFCC (Kaduna Branch) secured the conviction of one accused on a charge bordering on impersonation, forgery and obtaining by false pretense.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**
The Cybercrimes Act makes it an offence for any person employed by or under the authority of any bank or other financial institutions to divert electronic mails with intent to defraud.

Maximum penalty: imprisonment for a term of not more than five years or a fine of not more than N7,000,000.00, or both such fine and imprisonment.

**Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data**
Other activities include:

1. **Child pornography:** the maximum punishment is imprisonment for a term of 10 years or a fine of not more than N20,000,000.00, or both such fine and imprisonment.
2. **Cyberstalking:** the maximum punishment is a fine of not more than N7,000,000.00 or imprisonment for a term of not more than three years, or both such fine and imprisonment.
3. **Cybersquatting:** the maximum punishment is imprisonment for a term of not more than two years or a fine of not more than
2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

1. The Cybercrimes (Prohibition and Prevention etc.) Act 2015.
3. The Terrorism Prevention Act 2011, as amended.
4. The NCC Guidelines for Internet Service Providers.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Yes. The Cyber Crimes Act provides that any person who, being employed by or under a Local Government of Nigeria, private organisation or financial institution with respect to working with any critical infrastructure, electronic mails, commits any act which he is not authorised to do by virtue of his contract of service or intentionally permits tampering with such computer, is guilty of an offence and is liable to a fine of N2,000,000.00 or imprisonment for three years.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Yes. Under the AFF Act, in order to prevent cyber fraud, any person or entity providing an electronic communication service or remote computing service either by e-mail or any other form is required to: obtain from the customer or subscriber his full names; residential address, in the case of an individual; and corporate address, in the case of corporate bodies.

The NCC Guidelines for Internet Service Providers Guidelines (the “NCC Guidelines”) also provide that Internet Service Providers (“ISPs”) must ensure that users are informed of any statements of cybercrime prevention or acceptable internet use published by the Commission or any other authority, and that failure to comply with these acceptable use requirements may lead to criminal prosecution. The NCC Guidelines also provide that ISPs must take reasonable steps to: inform users regarding proper email practices; ensure that users are updated regarding any changes to applicable laws or regulation; inform users of the consequences of acting contrary to proper email practices; and inform users of methods of reducing unsolicited email, including the availability of SPAM filters or similar services and the ISP’s SPAM reporting and complaints procedures.
2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

We are not aware of any conflict of laws issues.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Yes. The Cybercrimes Act provides that any person or institution, who operates a computer system or a network, whether public or private, must immediately inform the (CERT) Coordination Center if the organisation personally identifiable information of individuals who have been inadvertently involved in an Incident?

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

The Applicable Laws do not restrict organisations from sharing information related to Incidents.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

There are no requirements under Applicable Laws to report information related to Incidents or potential Incidents to affected individuals.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No, the responses do not change.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The Nigerian Communications Commission (the “NCC”) is responsible for enforcing the provisions of the Guidelines for the Provision of Internet Service. The National Security Adviser (“NSA”) is responsible for maintaining the (CERT) Coordination Center responsible for managing cyber Incidents in Nigeria. The Attorney General of the Federation (“the AGF”) supervises the implementation of the Cybercrimes Act, whilst law enforcement agencies are responsible for enforcing the provisions of the Cybercrimes Act and the TPA.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

The AFF Act makes it an offence punishable with a fine of N100,000 and forfeiture of the equipment or facility used in providing the service for any person or entity providing electronic communication service or remote computing service to fail to obtain the stipulated details from its customer or subscriber. The penalty under the Cybercrimes Act is stated in question 1.1 above.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

We are not aware of any enforcement action taken in cases of non-compliance with the above-mentioned requirements.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

No, market practice does not vary across different business sectors.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

(a) In the financial services sector: the Central Bank of Nigeria (the “CBN”) recently issued a draft Risk-Based Cybersecurity Framework and Guidelines for Deposit Money Banks and Payment Service Providers (the “Draft DMB Guidelines”).
The Draft DMB Guidelines provide for several specific legal requirements including: establishment of an information security steering committee by Deposit Money Banks (“DMBs”) and Payment Service Providers (“PSPs”) that shall be responsible for the governance of their cybersecurity programme; periodic review by the Compliance Department of DMBs and PSPs of their cybersecurity programmes and processes; and internal audit of DMBs/PSPs’ cybersecurity programmes by an internal audit unit.

The Cybercrimes Act also requires financial institutions to verify the identity of its customers carrying out electronic financial transactions by requiring the customers to present documents bearing their names, addresses and other relevant information before the issuance of ATM cards, credit cards, debit cards and other related electronic devices.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

There are no specific circumstances provided by the Applicable Laws whereby failure by a company to prevent, mitigate, manage or respond to an Incident amounts to a breach of directors’ duties. However, every director owes a duty to exercise a degree of care, diligence and skill which a reasonable director would exercise. Hence, a failure to prevent or mitigate an Incident by a company may amount to a breach of duty by a director of the company if the director had not taken reasonable steps to prevent such Incident.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

The Draft DMB Guidelines provide that DMBs/PSPs must:
- appoint a CISO;
- ensure consistent conduct of risk assessments, vulnerability assessments and threat analysis to detect and evaluate risk to the DMB/PSP’s information assets and determine the appropriateness of security controls in managing risk;
- update cyber risk assessments regularly to address changes or introduction of new technologies, products, etc., before deployment to ensure accurate risk measurement.

The Guidelines also require DMBs and PSPs to develop an Incident response policy with stakeholders which will stipulate, among others, the creation of a cyber Incident response plan.

The Applicable Laws do not make any specific provision for civil actions that may be brought in relation to an Incident. However, a victim could institute an action in court in respect of a civil wrong done to him simultaneously with or after a criminal action and the court may in its discretion grant civil remedies to the victim in respect of the Incident. The civil action to be instituted will be determined by the nature of the Incident that has been committed. For example, where a contractual relationship exists, the victim of the Incident could prove breach of contract or negligence to claim relief from the courts. For example, the draft DMB Guidelines provide for the minimum baseline security measures to be put in place by DMBs and PSPs. Where an Incident results from non-adherence to the provisions of the Guidelines by DMBs and PSPs (when the guidelines are eventually issued), the victim who has incurred damage or loss may bring a civil action on the ground of the implied duty of care owed by the DMBs/PSPs.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

The Applicable Laws do not make any specific provision for civil actions brought in relation to an Incident.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

See our responses to question 1.1 above.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Depending on the nature of the Incident, there is potential liability in tort.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

There are no laws prohibiting organisations from taking out insurance against Incidents in Nigeria.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

Currently, there are no regulatory limitations to insurance coverage against specific types of loss under Nigerian law.
7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

The Cyber Crime Act has no direct provision or requirement in relation to the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents. In the same vein, there are no direct requirements for the reporting of cyber risk, security flaws, Incidents or potential Incidents by employees to their employer.

However, we note that the draft DMB Guidelines stipulate that the management of DMBs and PSPs is obligated to conduct background checks on employees who implement policies, and conduct procedures used to protect sensitive information of the DMBs and PSPs as part of the risk management steps.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are no such Applicable Laws in this regard.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

For the purposes of a criminal investigation or proceeding, the Cybercrimes Act makes provision for a Judge to order a service provider to intercept, collect or record content data or traffic data associated with specified communications transmitted by means of a computer system where there are reasonable grounds to suspect that the content of such electronic communication is reasonably required. Further, the Cybercrimes Act makes provision for the Judge to authorise a law enforcement officer to collect or record such data through the application of technical means.

A law enforcement officer may apply ex parte to a Judge in chambers for the issuance of a warrant for the purpose of obtaining electronic evidence in a crime investigation in relation to Incidents.

Section 24 provides that the NSA or the Inspector General of Police (“IGP”) may apply to the court for the issuance of a warrant for the purposes of a terrorism investigation. Such warrant may authorise the NSA or the IGP to enter any premises, and search and seize any relevant materials found in such premises.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There are no such requirements under Applicable Laws.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Note: We have provided examples of prosecutions of the below activities in question 5.2 below.

**Hacking (i.e. unauthorised access)**

Forced entry into data systems and access to data systems by unauthorised means, including hacking, is regarded as a criminal offence under Section 204 of the Norwegian Penal Code of 20 May 2005 (the “Penal Code”). Violations are punishable by fines or imprisonment for a term not exceeding two years.

**Denial-of-service attacks**

 Seriously hindering, without authorisation, by transferring, harming, deleting, deteriorating, altering or inputting information, without authorisation, and which seriously may disrupt or hinder the operation of a data system, is considered a criminal offence under Section 206 of the Penal Code. Denial-of-service attacks and distributed denial-of-service attacks will typically fall within the scope of Section 206 of the Penal Code. Violations are punishable by fines or imprisonment for a term not exceeding two years.

**Phishing**

The unauthorised use of another legal person’s identity, identity papers, or the unauthorised use of information which may be easily confused with another legal person’s identity, with the intent of (i) obtaining an unauthorised benefit for oneself or for another person, or (ii) inflicting a loss on another person, is regarded as an criminal offence under Section 202 of the Penal Code. Accordingly, this provision makes phishing a criminal offence. Violations of Section 202 of the Penal Code are punishable by fines or imprisonment for a term not exceeding two years.

**Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)**

The infection of IT systems with malware may constitute a criminal offence under several provisions of the Penal Code. Firstly, the possession of malware will as a rule be regarded as a criminal offence under Section 201 of the Penal Code. Section 201 of the Penal Code is further described below. Furthermore, the infection of IT systems with malware which may seriously disrupt or hinder the operation of a IT system, is – as further described above – regarded as a criminal offence under Section 206 of the Penal Code.

Lastly, any person who without authorisation changes, supplements, destroys, deletes or hides another person’s data shall be guilty of vandalism under Section 351 of the Penal Code. Accordingly, the infection of IT systems with malware may be regarded as a criminal offence under Section 351 of the Penal Code. Violations of this provision are punishable with fines or imprisonment for a term not exceeding one year. Grand vandalism is punishable with imprisonment for a term not exceeding six years.

**Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)**

The unauthorised production, procurement, sale, use or distribution of (i) a computer password or other data which may give access to a data system or databased information, or (ii) a computer program or device which is suitable for the purpose of committing a criminal offence, with the intent that it be used for the purpose of committing a criminal offence, is punishable by fines or imprisonment for a term not exceeding one year under Section 201 of the Penal Code. Furthermore, the unauthorised procurement or production of self-spreading data software is also punishable by fines or imprisonment for a term not exceeding one year under Section 201 of the Penal Code. Accordingly, the possession or use of hardware, software or other tools used to commit cybercrime (such as hacking tools) will in certain situations constitute a criminal offence in Norway.

**Identity theft or identity fraud (e.g. in connection with access devices)**

As mentioned above, the unauthorised use of another legal person’s identity, identity papers, or the unauthorised use of information which may be easily confused with another legal person’s identity, with the intent of (i) obtaining an unauthorised benefit for oneself or for another person, or (ii) inflicting a loss on another person, is regarded as a criminal offence under Section 202 of the Penal Code. Accordingly, identity theft or identity fraud is regarded as a criminal offence in Norway.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**

There are no specific cybercrime provisions under Norwegian law which penalises electronic theft. The general prohibition against theft under Section 321 of the Penal Code only applies to theft of tangible property, and therefore does not apply to electronic theft. Electronic theft can, however, be penalised as forced entry into data systems and access to data systems by unauthorised means (but not the theft as such) under Section 204 of the Penal Code. Violations are punishable by fines or imprisonment for a term not exceeding two years.

Furthermore, both Section 207 and Section 208 of the Penal Code will to a certain extent criminalise electronic theft. Pursuant to Section 207 of the Penal Code, any person who has obtained
knowledge or possession of a trade secret in the course of an assignment, honorary post, employment or business relationship, and which, without authorisation (i) uses the trade secret, or (ii) discloses the trade secret to another person, with the intent of enabling that person to make use of the trade secret, shall be punished with fines or imprisonment for a term not exceeding two years. The foregoing also applies to any person who in the course of an assignment, honorary post, employment or business relationship has been entrusted with technical specifications, descriptions, recipes, models or similar technical materials, and which unlawfully uses the aforementioned documentation during the course of his or her trade.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Violations of the right to private communication is regarded as a criminal offence under Section 205 of the Penal Code, and punishable with fines or imprisonment for a term not exceeding two years. Section 205 of the Penal Code, _inter alia_, applies to the unauthorised:

(i) through use of technical solutions, monitoring and wiretapping of telephone conversations or other communication between other persons, or negotiations held in private meetings which the offender did not participate in, or which the offender obtained without authorisation;
(ii) breaking of a protective measure and other access by unauthorised means to information which is transferred electronically or with technical equipment;
(iii) opening of a letter or other sealed written communication (e.g. encrypted emails or documents) which is addressed to a person other than the offender, or other unauthorised access to such communication; or
(iv) hindering or delaying an addressee from receiving communication by hiding, changing, destroying or delaying the communication.

Failure by an organisation to implement cybersecurity measures

The failure by an organisation to implement cybersecurity measures does not constitute a criminal offence under the Penal Code. We have, however, described and defined certain sector-specific Applicable Laws in question 2.1, which requires organisations to implement cybersecurity measures. The following Applicable Laws described in question 2.1 envisage criminal sanctions for failure to implement cybersecurity measures:

(a) The _Security Act_ Section 31 penalises the failure to implement the cybersecurity measures described in question 2.1 (b) below, with fines or imprisonment for a term not exceeding six months.
(b) The _Financial Supervision Act_ of 7 December 1956 Section 10 penalises the failure to implement the cybersecurity measures described in question 2.1 (c) below, with fines or imprisonment for a term not exceeding one year.
(c) The _E-com Act_ Section 12-4 penalises the failure to implement the cybersecurity measures described in question 2.1 (d) below, with fines or imprisonment for a term not exceeding six months.
(d) The _Energy Act_ Section 10-5 penalises the failure to implement cybersecurity measures required under the Emergency Regulation (as further described in question 2.1 (e) below), with fines or imprisonment for a term not exceeding one year.

However, the above-mentioned sanctions may only be imposed if the failure to implement the cybersecurity measure has been intentional or has been caused by gross negligence.

Lastly, we note for the sake of completeness that a failure by an organisation to implement cybersecurity measures under the GDPR and the Personal Data Act (as described in question 1.2A) may not be penalised, and will therefore not constitute a criminal offence.

<table>
<thead>
<tr>
<th>1.2</th>
<th>Do any of the above-mentioned offences have extraterritorial application?</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Penal Code, albeit with several exceptions, mainly applies to activities carried out in Norway and in Norwegian jurisdictions. However, if the criminality of an act depends on or is influenced by any actual or intended effect, the act shall, pursuant to Section 7 of the Penal Code, also be regarded as committed where the effect has occurred or is intended to be produced. Accordingly, Section 202 and Sections 204–208 may have extraterritorial application if the effect of the relevant offences occurred or was intended to occur in Norway, even if the criminal activity was initiated outside of Norway. Section 201 of the Penal Code does not for the aforementioned reasons have extraterritorial application, as it only criminalises the unlawful possession and use of certain hacking tools without requiring the occurrence of an effect or the intended occurrence of an effect (e.g. access to an IT system).</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>1.3</th>
<th>Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?</th>
</tr>
</thead>
<tbody>
<tr>
<td>The penalties described in question 1.1 above may be mitigated on the basis of Section 78 of the Penal Code. Mitigating factors of particular relevance in a cybersecurity context under Section 78 of the Penal Code are, <em>inter alia</em> (i) that the offender has confessed that he or she has committed the crime, (ii) that the offender has prevented, rectified or limited the damages caused by the offence, or (iii) tried to prevent, rectify or limit the damages caused by the offence.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>1.4</th>
<th>Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.</th>
</tr>
</thead>
</table>
| The Norwegian Copyright Act of 15 June 2018 (the “Copyright Act”) includes provisions which prohibit the circumvention of technical protective measures for copyright protected works and computer programs. Under Section 99 of the Copyright Act, it is prohibited to circumvent effective technical protective measures, designed to prevent or restrict reproduction, communication and/or distribution of copyright protected works to the public. The distribution, production and import for the public and marketing of devices, products or components which:

(i) are promoted, advertised or marketed for the purpose of circumvention;
(ii) have only a limited commercially significant purpose or use other than to circumvent; or
(iii) are primarily designed, produced, adapted or performed for the purpose of enabling or facilitating the circumvention, of any effective technical protective measure, are also prohibited under Section 99 of the Copyright Act.

Furthermore, Section 101 of the Copyright Act prohibits the sale or possession for commercial purposes of any device for the purpose of circumvention technical protection measures designed to protect computer programs.

Violations of Section 99 and Section 101 of the Copyright Act are punishable with fines or imprisonment for a term not exceeding one year. |
2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

There are currently no general Applicable Laws dedicated to cybersecurity in Norway. Accordingly, the regulatory cybersecurity landscape in Norway is currently fragmented and sector-specific. We have cited certain Applicable Laws of particular relevance below, and indicated which sector/area they apply to:

(a) The processing of personal data is subject to:
   (i) the General Data Protection Regulation (Regulation (EU) 2016/679 – the “GDPR”); and
   (ii) the Personal Data Act of 15 June 2018.

(b) The public sector is subject to:
   (i) the Act relating to Protective Security Services of 20 March 1998 (the “Security Act”); and
   (ii) the Regulation on electronic communication with and in the government (“eGovernment Regulations”).

(c) The financial services sector is subject to the Regulation regarding the use of information and communication technology (the “ICT Regulation”).

(d) Telecom providers are subject to:
   (i) the Electronic Communications Act of 4 July 2003 (the “E-com Act”); and
   (ii) the Electronic Communications Regulations of 16 February 2004 (the “E-com Regulations”).

(e) The energy sector, i.e. energy providers and entities that are comprised by the nationwide Power Supply Preparedness Organisation (abbreviated as “KBO” in Norwegian), are subject to:
   (i) the Act relating to the energy and water resources sector in Norway of 29 June 1990 (the “Energy Act”); and

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

According to the preliminary assessment of the Norwegian Ministry of Justice and Public Security, the Network and Information Systems Directive (the “NIS Directive”) is relevant for the European Economic Area (the “EEA”), and will therefore most likely be transposed into Norwegian law. However, a draft implementation act has not been published and it is currently not clear when the NIS Directive will be effective in Norway.

The current cybersecurity requirements applicable to critical infrastructure in Norway are set out in the Security Act. The Security Act applies to (i) the public sector (i.e., administrative agencies), (ii) certain suppliers of goods or services to administrative agencies, as well as (iii) any other legal person who owns or otherwise controls or supervises sensitive objects (i.e. property which needs to be protected due to national security interests or other vital national interests) or who is granted access to classified information by an administrative agency. Please note that the current Security Act will be replaced by a new Security Act of 1 June 2018, which will become effective during the latter part of 2018.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

As mentioned in question 2.1 above, Norway has a number of Applicable Laws which require organisations to take measures to monitor, detect, prevent or mitigate Incidents. These Applicable Laws and some of the more relevant measures required to be taken under these Applicable Laws are described below:

(a) Data controllers and processors are, under the GDPR, required to:
   (i) implement appropriate technical and organisational measures to ensure a level of security appropriate to the risk of the data processing;
   (ii) notify personal data breaches to the Norwegian Data Protection Authority (the “NDPA”); and
   (iii) notify data subjects of any personal data breach, provided that the breach is likely to result in a high risk to the rights and freedoms of natural persons.

(b) The public sector is, under the Security Act, required to:
   (i) establish internal control and IT security routines; 
   (ii) protect classified information; and
   (iii) notify the relevant supervisory authority if the organisation becomes aware of activities which might pose a threat to security.

(c) Financial undertakings and similar organisations are, under the ICT Regulation, required to:
   (i) establish Incident and change management procedures; 
   (ii) ensure that the above-mentioned procedures are complied with; and
   (iii) notify the Financial Supervisory Authority of any Incidents that may result in a significant reduction of functionality of the IT systems.

(d) Telecom providers are, under the E-com Act and E-com Regulations, required to:
   (a) implement security measures for the protection of communications and data;
   (b) notify subscribers/users and/or authorities of certain security breaches and risks of security breaches; and
   (c) maintain confidentiality about the content of electronic communication and use of electronic communication.

(e) Energy suppliers are required to:
   (i) establish routines for protecting and controlling access to sensitive information; and
   (ii) notify and report undesirable Incidents such as data breaches to the authorities.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

The Applicable Laws described in question 2.1 are, to a certain extent, overlapping, and conflict of laws issues may arise with respect to...
sector-specific legislation. However, there are no specific challenges regarding conflict of law issues within this area.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

As mentioned above, organisations are, under the Applicable Laws described in question 2.1, required to report information related to Incidents to the relevant regulatory/supervisory authorities in Norway. The most generally applicable reporting requirement in Norway related to Incidents is set out in Article 33 of the GDPR, which we have detailed further below:

(a) The reporting obligation under GDPR Article 33 is triggered by a “personal data breach”. Pursuant to GDPR Article 4(12), a “personal data breach” means a breach of security leading to the accidental or unlawful destruction, loss, alteration, unauthorised disclosure of, or access to, personal data transmitted, stored or otherwise processed.

(b) Personal data breaches are in Norway reported to the Norwegian Data Protection Authority (the “NDPA”). So-called “processors” (i.e. organisations which process personal data on behalf of controllers) are required to report the personal data breach to the “controller” (i.e. the organisation which determines the purpose and means of the processing of personal data).

(c) The report must at least:
(i) describe the nature of the personal data breach including, where possible, the categories and approximate number of data subjects concerned and personal data records concerned;
(ii) communicate the name and contact details of the data protection officer or other contact point;
(iii) describe the likely consequences of the personal data breach; and
(iv) describe the measures taken or proposed to be taken by the controller to address the personal data breach.

(d) However, a controller is not obligated to report the personal data breach to the NDPA if it is unlikely that the personal data breach will result in a risk to the rights and freedoms of natural persons.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Organisations may, under Applicable Laws, voluntarily share information related to Incidents or potential Incidents with relevant regulatory/supervisory authorities in Norway. However, the possibility for organisations to share information related to Incidents or potential Incidents to regulatory authorities outside Norway, as well as other private sector organisations, may be limited by statutory confidentiality obligations and similar restrictions.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

The following Applicable Laws, described in question 2.1, require organisations to report information related to Incidents to affected individuals:

(a) GDPR Article 34 requires controllers to inform individuals of personal data breaches that are likely to result in a high risk to the rights and freedoms of the affected individuals (unless the reporting is exempted under GDPR Article 34(3)). The information provided to the affected individual should at least include the information listed in question 2.5 (c), items (ii)–(iv).

(b) Section 2-7 of the E-com Act requires telecom providers to notify end users and subscribers of significant risks of security breaches, including security breaches which have (i) damaged or destroyed stored data, or (ii) violated the end user’s or subscriber’s right to privacy. However, a telecom provider is not obligated to report the aforementioned Incidents to affected individuals if the telecom provider is able to substantiate to the relevant supervisory authority (i.e. the Norwegian Communication Authority) that appropriate security measures have been implemented on the data affected by the Incident. Section 2-7 of the E-com Act does not set out the nature and scope of the information that is required to be reported.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The responses to questions 2.5–2.7 do not change if the notifications include the information provided in items (a)–(e). However, the GDPR may restrict the possibility for organisations to share the information provided in items (b)–(e) above with regulatory authorities outside Norway, as well as private sector organisations in general. The foregoing also applies to any disclosures of price-sensitive information which may be restricted by Norwegian competition legislation.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The following regulators are responsible for enforcing the requirements identified under questions 2.3 to 2.7:

(a) The Norwegian Data Protection Authority is responsible for enforcing the requirements set out in the GDPR and the Norwegian privacy legislation.

(b) The Norwegian National Security Authority is responsible for enforcing the requirements under the Security Act and the eGovernment Regulations.
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(c) The Norwegian Financial Supervisory Authority is responsible for enforcing the requirements under the ICT Regulations.
(d) The Norwegian Communication Authority is responsible for enforcing the E-com Act and E-com Regulations.
(e) The Norwegian Water Resources and Energy Directorate is responsible for enforcing the requirements under the Energy Act and Emergency Regulations.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

The regulators described in question 2.9 are furnished with the following rights with respect to penalties:
(a) The Norwegian Data Protection Authority may impose administrative fines of up to EUR 20,000,000, or in the case of an undertaking, 4% of the total worldwide annual turnover. However, infringement of the reporting requirements under the GDPR are limited to EUR 10,000,000, or in the case of an undertaking, 2% of the total worldwide annual turnover.
(b) The Norwegian National Security Authority may, inter alia, order improvements to IT security and other security measures. Violations of such orders are regarded as a criminal offence under the Security Act, and punishable with fines or imprisonment for a term not exceeding six months.
(c) The Norwegian Financial Supervisory Authority may impose coercive fines.
(d) The Norwegian Communication Authority may, inter alia, impose coercive fines and administrative fines for any infringements of the E-com Act or E-com Regulations.
(e) The Norwegian Water Resources and Energy Directorate may impose coercive fines and administrative fines for any infringements of the Emergency Regulations.

Please also see our answer to question 1.1 regarding penalties for failures by an organisation to implement cybersecurity measures, which also applies to this question.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

The Personal Data Act, which implemented the GDPR in Norway, was effective on 20 July 2018. The NDPA has, to the best of our knowledge, not imposed any enforcement action for non-compliance with the security and reporting requirements under the GDPR. We are furthermore not aware of any enforcement action taken by the regulators described in question 2.9 in cases of non-compliance with the requirements described in question 2.3 to 2.8.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Please see our answer to question 2.1, which is also applicable to this question.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

As mentioned in relation to question 2.1, above, the financial sector is subject to the ICT Regulations. The telecommunication sector is subject to the E-com Act and the E-com Regulations.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Board members in corporations are liable for damages caused by negligence pursuant to the general compliance principles under Section 6-13 and 17-1 of the Norwegian Limited Liability Companies Act. Members of the board may therefore be held liable for non-compliance with Applicable Laws in: (a) the financial services sector; and (b) the telecommunications sector.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

In summary, the following companies are, under the Applicable Laws described in question 2.1, required to implement the measures in items (a)–(d):
(a) Energy suppliers are, under Section 2-2 of the Emergency Regulations, required to designate a CISO.
(b) Telecom providers, companies in the finance sector, KBOs and the public sector are required to establish a written Incident response plan or policy. Most companies processing personal data are also required to establish such plans under GDPR Article 32.
(c/d) Telecom providers, companies in the finance sector, KBOs, the public sector and most companies processing personal data are required to conduct a cyber risk assessment, including penetration tests and/or vulnerability assessments.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Norwegian companies are not subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents. Listed Norwegian Companies are generally obligated to disclose information which may be of significance to, e.g., value of the shares. The foregoing may in certain situations also obligated the listed company to disclose information in relation to cybersecurity risks and/or Incidents.
4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

Please see our answer to question 2.3, where we have summarised other specific requirements under Applicable Laws in relation to cybersecurity.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

In our assessment, the most significant exposure to civil actions in relation to any Incident arises out of the GDPR. Under GDPR Article 82, any person who has suffered material or non-material damage as a result of an infringement of the GDPR shall have the right to receive compensation from the controller or processor for the damage suffered. Furthermore, a person may under Section 30 of the Personal Data Act also claim damages for non-economic loss as a result of an infringement of the GDPR.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

The following two cases have been brought in Norway in relation to Incidents:
(a) TBERG-2017-164611 (hacking/unauthorised access); and
(b) TNERO-2013-89352 (several denial-of-service attacks).

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Any person who negligently or wilfully causes an Incident may, under the Norwegian law of torts, be held liable for any foreseeable loss which has occurred due to the negligent or wilful act.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Organisations are permitted to take out insurance against Incidents in Norway.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are, to the best of our knowledge, no regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

There are no specific requirements under Applicable Law regarding items (a) and (b) above.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

The provisions on whistleblowing set out in the Working Environment Act of 17 June 2005 will in our assessment not limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee. However, the Regulations on employers’ access to employees’ email accounts, etc. of 2 July 2018 restricts the possibility for employers to access employees’ email accounts, personal folders on the company’s IT systems, and devices used by the employees. The aforementioned Regulations may therefore potentially restrict Norwegian employers’ possibility to identify Incidents or potential Incidents caused by an employee.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Law enforcement (i.e. the police and prosecution authorities) may, inter alia, rely upon the following investigatory powers under the Criminal Procedure Act of 22 May 1981 (the “Criminal Procedures Act”):
(i) to search of a person, location, vehicle and data systems;
(ii) to confiscate evidence;
(iii) to confiscate electronically stored data, including from providers of electronic communication services and networks; and
(iv) to order any person who has dealings with a data system to provide information which is necessary to enable the law enforcement to access the data system (e.g. passwords and encryption keys).

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There are no requirements under Applicable Laws for organisations to implement backdoors in their IT systems. However, pursuant to Section 199a of the Criminal Procedure Act, law enforcement authorities may, in connection with searches of data systems, order any person who has dealings with the data system to provide information which is necessary to enable the law enforcement authorities to access the data system, or to open it with biometric data.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)
Yes, hacking is a criminal offence under Republic Act No. 8792 or the Electronic Commerce Act (“ECA”). Hacking is defined as (1) unauthorised access of or interference with computer systems, servers, or other information and communication systems, (2) unauthorised access to corrupt, alter, steal, or destroy electronic data using computers or other information and communication systems without the computer or system owner’s knowledge and consent, or (3) the introduction of computer viruses resulting in the corruption, alteration, theft, or loss of such data.

Hacking is punishable by a maximum fine in an amount commensurate to the damage incurred. A mandatory penalty of imprisonment between six months and three years shall be meted out in either case. Hacking, when it involves illegal access or interception, data interference, or system interference that affects the confidentiality, integrity, and availability of electronic data or computer systems, is also punished as a criminal offence under Republic Act No. 10175 or the Cybercrime Prevention Act of 2012 (“CPA”) by a maximum fine in an amount commensurate to the damage incurred. An additional penalty of imprisonment of six years and one day to 12 years (prision mayor) may also be imposed.

Criminal cases are pending prosecution before the courts.

Denial-of-service attacks
Yes, a denial-of-service attack (“DOS attack”) is a criminal offence under the CPA because it involves system interference that affects the availability of electronic data or computer systems.

Criminal cases are pending prosecution before the courts.

Phishing
Yes, phishing is penalised under the CPA as an offence relating to computer-related forgery, fraud and/or identity theft. An attempt to obtain sensitive information such as usernames, passwords, and credit card details (and, indirectly, money), often for malicious reasons, by masquerading as a trustworthy entity in an electronic communication (“phishing”), is punishable by a maximum fine of PHP 200,000.00 and/or imprisonment of prision mayor.

Criminal cases are pending prosecution before the courts.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
Yes, the infection of IT systems with malware is a criminal offence. It may be punished as hacking under the ECA or as an offence against the confidentiality, integrity and availability of computer data and systems under the CPA.

Under the ECA, the infection of IT systems with malware is punishable by a maximum fine in an amount commensurate to the damage incurred and imprisonment for a period of between six months and three years. Under the CPA, the same act is punishable by a maximum fine in an amount commensurate to the damage incurred and/or imprisonment of prision mayor. If the act is committed against critical infrastructure of the Philippines, the penalty is a maximum fine in an amount commensurate to the damage incurred and/or imprisonment for a period of between 12 years and 20 years and one day (reclusion temporal).

Criminal cases are pending prosecution before the courts.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)
Yes, the possession of cybercrime tools is a criminal offence. The possession of a device (including a computer program) that may be used to perpetrate any offence under the CPA, when coupled with the intent to use such device unlawfully, is punishable by a maximum fine of PHP 500,000.00 and/or imprisonment of prision mayor.

Criminal cases are pending prosecution before the courts.

Identity theft or identity fraud (e.g. in connection with access devices)
Identity theft, when defined as the intentional acquisition, use, transfer, possession, alteration, or deletion of identifying information belonging to another natural or juridical person without right, is a criminal offence under the CPA. Identity theft is punishable by a maximum fine in an amount commensurate to the damage incurred and/or imprisonment of prision mayor.

The unauthorised or fraudulent use of an access device (any card, plate, code, account number, electronic serial number, personal identification number, telecommunications service, equipment or instrument, or other means of account access that may be used to obtain anything of value or to initiate a fund transfer) belonging to another natural person is prohibited under Republic Act No. 8484 or the Access Devices Regulation Act of 1998 (“ADRA”). It is punishable by a maximum fine of PHP 10,000.00 or twice the value obtained (whichever is greater) and imprisonment for a period of between six years and 10 years. If the perpetrator was previously convicted of another offence under the ADRA, the punishment is a maximum fine and/or imprisonment for a period of between 12...
years and 20 years. Notably, “identity theft” or “identity fraud” is not expressly defined under the ADRA. Criminal cases are pending prosecution before the courts.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Criminal copyright infringement is covered by Sections 177, 193, 203, 208 and 211 in relation to Section 217 of the Intellectual Property Code. The penalty for infringement of electronic data or through electronic means is one degree higher than imprisonment for a period of between one year and three years and a fine between PHP 50,000.00 and PHP 150,000.00.

Though a case that deals squarely with criminal copyright infringement of electronic data has yet to reach the Supreme Court, criminal copyright infringement was discussed in the context of a news video in ABS-CBN Corporation v. Gozun. In that case, the Supreme Court held that audio-visual work, like a news video, is protected from the moment of its creation, regardless of its “mode or form of expression”. Accordingly, the unauthorised reproduction, distribution, or communication of audio-visual work through electronic means would be punishable as criminal copyright infringement.

One should note that Section 30 of the ECA limits a service provider’s liability for criminal copyright infringement to instances when the service provider (1) had actual knowledge of the unlawful act, (2) received financial benefit from the unlawful act, and (3) did not directly commit or cause another person to commit the unlawful act. Unlawful acts include any activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data.

Offences against the confidentiality, integrity, and availability of electronic data and computer systems, e.g., illegal access, illegal interception, data interference, system interference, misuse of devices, and cyber-squatting, are punishable under the CPA. Except for misuse of devices, these offences are punishable by a maximum fine in an amount commensurate to the damage incurred or imprisonment of prison mayor. For an offence involving misuse of devices, the penalty is a maximum fine of PHP 500,000.00 and/or imprisonment of prison mayor.

Further, when these offences are committed by a natural person on behalf of a juridical person (provided that the natural person was authorised and acted within the scope of such authority), the juridical person shall be given a maximum fine of PHP 10,000,000.00.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

The Philippine National Police Anti-Cybercrime Group (“PNP-ACG”) regularly releases cybersecurity updates through issuances of security bulletins on its website, designed to raise public awareness of potential threats, vulnerabilities in their systems and information on better protection of their IT environment. Aside from these security bulletins, the PNP-ACG also updates its database to inform, educate and protect the public on cybersecurity issues, internet frauds and scams and gives suggestions on how to address them.

Failure by an organisation to implement cybersecurity measures

Yes, a juridical person’s failure to take appropriate measures to protect its computer systems, servers, or information and communication systems may be a criminal offence. Under Republic Act No. 10173 or the Data Privacy Act of 2012 (“DPA”), a juridical person, who allowed a crime involving personal data to occur through fault or negligence, shall have its rights as a data subject suspended or revoked. The DPA’s implementing rules and regulations state that failure to implement security measures for the protection of personal data may lead to civil and criminal liability.

1.2 Do any of the above-mentioned offences have extraterritorial application?

Section 21 of the CPA gives Regional Trial Courts (“RTC”) in the Philippines jurisdiction over cybercrimes committed by Filipino citizens, regardless of the place of commission.

Section 6 of the DPA provides for extraterritorial application over acts committed by Filipino citizens or entities with a link to the Philippines, e.g., entities that do business in the Philippines, collect or store personal information in the Philippines, or enter into contracts in the Philippines, as well as acts committed against Filipino citizens or residents.

For other laws defining and punishing offences involving cybersecurity that do not expressly provide for extraterritorial application, Article 14 of the Civil Code applies (penal laws only cover acts or omissions committed within Philippine territory, subject to customary or conventional international law).

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Applicable Laws do not provide actions that mitigate or absorb a perpetrator from criminal liability arising from cybersecurity offences. However, for offences punishable under the Revised Penal Code (“RPC”) and committed with a cybercrime element, the rules on mitigating, justifying, and exempting circumstances found in Articles 11 through to 13 of the RPC apply.

Notably, notification is itself an obligation under the DPA, such that failure to notify the proper authority of an Incident may amount to a violation of the DPA.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

All crimes defined and punished under the RPC and special penal laws, when committed through information and communication systems and technology, shall be covered by the CPA. The general effect is that the penalties shall be increased one degree higher than the imposable penalties under the RPC and special penal laws. Incidents can be considered terrorism when (1) they are performed to accomplish the following: piracy or mutiny; rebellion or insurrection; coup d’état; murder; kidnapping and serious illegal detention; and other crimes of destruction enumerated in Section 3 of Republic Act No. 9372 or the Human Security Act of 2007 (“HSA”), and (2) they cause widespread and extraordinary fear and panic among the public in order to coerce the government to give in to an unlawful demand.
2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The ECA, ADR, DPA, CPA, Republic Act No. 10844 or the Creation of the Department of Information and Communications Technology Act ("DICTA"), Republic Act No. 10627 or the Anti-Bullying Act ("ABA"), Republic Act No. 8293 as amended by Republic Act No. 10372 or the Intellectual Property Code ("IPC"), and their respective implementing rules and regulations.

Other laws, orders, rules, and regulations related to cybersecurity are: Supreme Court Administrative Matter No. 01-7-01-SC or the Rules on Electronic Evidence; Republic Act No. 10867 or the National Bureau of Investigation Reorganization and Modernization Act; Executive Order No. 189 or the Creation of the National Cyber-Security Inter-Agency Committee; and the HSA with respect to Sections 3 and 7.

On 19 February 2018, the Senate unanimously concurred on the ratification of the Budapest Convention on Cybercrime. The Budapest Convention seeks to pursue a common criminal policy aimed to protect society against cybercrime, harmonise procedural laws, improve investigative techniques and gathering of electronic evidence, and foster multilateral cooperation. The Philippines’ accession to the Convention signifies the government’s acknowledgment of cybercrime not only in a domestic setting but on an international level, and shows the country’s resolve in addressing cybercrime as a major threat to national security.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

There is as yet no specific law enacted. However, the Department of Information and Communications Technology ("DICT") launched a national cybersecurity strategy framework that will ensure the protection of critical infrastructure from cyber attacks through effective coordination with law enforcement agencies. National Cybersecurity Plan 2022, which seeks to safeguard the ICT environment of the country through the establishment of a robust cybersecurity infrastructure, is intended to ensure the continuous operation of the country’s critical infrastructure, public and military networks, to implement cyber-resiliency measures to enhance the ability to respond to threats before, during and after cyber attacks, and to implement a public awareness campaign on cybersecurity measures.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Under the DPA, a juridical person must take reasonable and appropriate organisational, physical and technical measures to protect personal information from unlawful destruction, alteration, disclosure, access, and other unlawful processing. These measures must include:

1. safeguards to protect the juridical person’s computer network against use of or interference with the network’s functionality or availability;
2. a security policy for processing personal information;
3. a process for identifying and accessing reasonably foreseeable vulnerabilities in the network and for taking preventive and corrective action against Incidents;
4. regular monitoring of Incidents; and
5. the jurisdiction person’s personal information controller must ensure that third parties processing personal information on the jurisdiction person’s behalf will similarly take reasonable and appropriate measures; and
6. the jurisdiction person’s personal information controller must promptly notify the National Privacy Commission (“NPC”) and affected data subjects when an Incident resulted in a security breach.

The DPA’s implementing rules and regulations provide guidelines on measures to be taken by a juridical person dealing with personal information. They highlight the key principles for the protection of personal data: availability; integrity; and confidentiality.

The suggested organisational security measures are: (1) employing compliance officers or protection officers; (2) creating and implementing policies that take into account the nature, scope, context and purposes of the information processing, as well as the risks posed to the rights and freedoms of data subjects; (3) maintaining records that sufficiently describe the data processing system and identifying the duties and responsibilities of employees who have access to personal data; (4) ensuring that employees keep information confidential even after leaving their positions; (5) developing, implementing, and reviewing the procedure for personal data collection, access management, system monitoring, and protocols to be taken after Incidents occur as well as policies for the exercise of rights by data subjects, the retention of personal data, and the processing of information only for declared, specified, and legitimate purposes; and (6) ensuring that personal information processors take measures in accordance with the DPA.

The suggested physical security measures are: (1) implementing policies and procedures to monitor and limit access to facilities where electronic data can be used; (2) designing facilities to ensure privacy of personal information processors; (3) clearly defining duties, responsibilities, and schedules of personal information processors such that only those performing their official duties have access to electronic data at a given time; and (4) implementing policies and procedures to prevent mechanical destruction of files and equipment and to protect against natural disasters, power disturbances, external access, and other reasonably expected threats.

The suggested technical security measures are: (1) ensuring the ability to restore availability and access to personal data in a timely manner in the event of an Incident; (2) testing, assessing, and evaluating the effectiveness of security measures regularly; (3) encrypting personal data for storage and while in transit; and (4) implementing authentication processes and other technical security measures that control and limit access to information.

In determining whether a juridical person has taken reasonable and appropriate security measures, the NPC shall consider the nature of the personal data that requires protection, the risks posed by the processing, the size of the organisation and complexity of its operations, current data privacy best practices, and the cost of security implementation.
2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

The Supreme Court has yet to hear and resolve any conflict-of-laws specifically in relation to cybersecurity. The DPA does not cover personal information that was collected in a foreign jurisdiction in a manner that complies with Applicable Laws of that jurisdiction. However, security measures must still be undertaken when there is processing of personal information, regardless of the place of collection.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

A personal data breach is defined as a “breach of security leading to the accidental or unlawful destruction, loss, alteration, unauthorized disclosure of, or access to, personal data transmitted, stored, or otherwise processed”. A personal data breach exists when (1) sensitive personal information that may be used to commit identity fraud is reasonably believed to have been acquired by an unauthorised person, and (2) the personal information controller believes that such acquisition poses a real risk of harm to the affected data subjects.

Under the DPA, the personal information controller must inform the NPC and affected data subjects within 72 hours of the former’s knowledge or reasonable belief that a personal data breach has occurred.

On one hand, the notification to the affected data subjects should contain the nature of the breach, the personal data possibly involved, and the measures taken by the entity to address the breach. It should also contain measures taken to reduce the harm or negative consequences of the breach, the contact details of representatives of the personal information controller so that data subjects can obtain additional information about the breach, and the assistance to be provided. On the other hand, the notification to the NPC should include the nature of the breach and the measures taken to remedy the breach but exclude any description of the personal privileged information.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

A juridical person processing personal information is not absolutely prohibited from sharing non-personal information related to Incidents by the DPA. On the other hand, personal information may be shared but with the consent of the affected data subject.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

A juridical person processing personal information is required to notify the affected data subjects in case of a personal data breach, in the same manner as discussed in question 2.5. The notification to the affected data subjects shall also contain instructions on how they may acquire more information on the breach.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No, once there has been a personal data breach, a juridical person, through its personal information controller, must notify the affected data subjects. The personal privileged information itself shall not be disclosed to any party, including the NPC, without the consent of the affected data subjects.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The regulator tasked to ensure compliance with the DPA is the NPC, which is an independent body mandated to administer and implement the DPA and to monitor and ensure the Philippines’ compliance with international personal data protection standards. The NPC is attached to the DICT, though it performs its functions independently.

The NPC is a collegial body composed of one commissioner and two deputy commissioners. Its functions are: rule-making; advising; educating; compliance and monitoring; adjudicating complaints and investigations; and enforcing the DPA. Further, the NPC may issue official directives and administrative issuances, orders, and circulars that deal with procedural rules, schedules of administrative fines and penalties, and procedures for registration of data processing systems and notification.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

The DPA does not expressly penalise the failure to adopt the suggested reasonable and appropriate measures or to submit the required notification, except with respect to persons found to have intentionally concealed the existence of a personal data breach despite knowing of the breach and the obligation to notify the NPC. In such case, concealment shall be punishable by imprisonment for a period of between one year and six months and five years as well as a fine of not less than PHP 500,000.00, but not more than PHP 1,000,000.00. Additionally, persons who allow unauthorised access to personal data shall be punished by imprisonment ranging from one year to...
three years and a fine of not less than PHP 500,000.00, but not more than PHP 2,000,000.00. Persons who allow unauthorised access to sensitive personal information shall be punished by imprisonment ranging from three years to six years and a fine of not less than PHP 500,000.00, but not more than PHP 4,000,000.00.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

In January 2018, the NPC directed Globe Telecom, Inc., a leading provider of telecom services, to enforce more stringent subscriber verification protocols when one of its prepaid mobile customers fell victim to identity theft, which was perpetrated through unauthorised access to the customer’s online banking account. This “SIM swap scheme” involves a perpetrator illegally obtaining a replacement SIM card from a telecom operator belonging to another and using the number for fraudulent activities. The modus involves the perpetrator posing as the owner of the number and claiming the original SIM card is stolen. In getting access to the mobile number, the perpetrator is able to access the owner’s online banking and other personal accounts and use it in various transactions by exploiting the one-time password mobile authentication functions of the owner’s registered mobile number.

Following this Incident, NPC directed Globe Telecom, Inc. to upgrade the latter’s security procedures and tasked the telecom company to look into security gaps in its SIM replacement procedures. As a result, the latter committed to enforce a 24-hour delay in the activation of newly replaced SIM cards to subscribers who report either a lost or stolen phone, if the subscriber cannot present the original SIM bed or provide government-issued ID cards as proof of identification.

In March 2018, following the controversy wherein Aleksandr Kogan’s personality quiz was installed by Facebook users and personal data was improperly shared with Cambridge Analytica, the NPC opened an investigation on Facebook to establish the scope and impact of the Incident on Filipino users and possible violations of the DPA. Notably, it was found that the Philippines was the second-most affected country in terms of data subjects. As a result, Facebook gave its plans to restrict data access of third parties on Facebook starting 9 April 2018, and in the process, users shall be notified if there was unauthorised processing of their personal data by Cambridge Analytica. The NPC may compel government entities, agencies and instrumentalities to take specific actions to comply with the DPA. More generally, pursuant to its investigation of a complaint, adjudication of a dispute, or preparation of a report, the NPC may also issue cease-and-desist orders and impose a temporary or permanent ban on the processing of personal information.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Applicable Laws on cybersecurity generally do not differ across different industries. However, under the DPA, the requirement to register processing operations and to notify the NPC of any changes to the automation of such processing operations only applies to a juridical person with 250 or more employees or with more than a de minimis amount of data subjects with sensitive personal information (at least 1,000 data subjects).

Meanwhile, under the ADRA, companies engaged in the business of issuing access devices (usually banks, financing companies, and other financial institutions) are required to report any fraudulent acts involving access devices that were committed in the previous calendar year to the Credit Card Association of the Philippines.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

The Bangko Sentral ng Pilipinas (“BSP”) is the primary regulator of the financial services sector. The BSP issued BSP Circular No. 808 series of 2013 which provides guidelines on Information Technology Risk Management for all banks and BSP-supervised financial institutions (“BFSP”). The BSP is currently in the process of drafting a circular that would introduce amendments to Circular 808: incorporating the latest standards on information security; and presenting a more holistic information technology security management system integrated with the information security programs and risk management systems of banks. Other pertinent issuances of the BSP are: Circular No. 859 series of 2014, which requires banks and BFSPs to migrate from magnetic stripe technology to chip-enabled technology based on Europay, MasterCard and Visa (“EMV”); Circular No. 863 series of 2016, which are guidelines on the implementation of EMV Card Fraud Liability Shift Framework (banks and BFSPs that have not yet shifted to EMV technology shall be allowed subject to the condition that they will be held responsible for losses associated with the use of counterfeit cards in a card-present environment); and Circular No. 958 series of 2017, which are guidelines for banks and BFSPs in implementing multi-factor authentication as a replacement for single-factor authentication in their systems.

The DICT and the National Telecommunications Commission, which regulates the telecommunications sector, have yet to issue specific legal requirements relating to cybersecurity. However, the DICT recently launched a national cybersecurity strategy framework that will ensure the protection of critical infrastructure from cyber attacks through effective coordination with law enforcement agencies (National Cybersecurity Plan 2022).

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Under the CPA, if the commission of a punishable offence was made possible by the lack of supervision or control by a natural person with a leading position who acts individually or on behalf of a juridical person and said natural person has a power of representation or is otherwise authorised to make decisions and act on behalf of the juridical person, the juridical person shall be fined an amount of double the imposable fines under Section 7 or PHP 5,000,000.00 (whichever is higher).

Under the DPA, if a juridical person has committed a punishable offence, the responsible officers who participated in or allowed, through gross negligence, the offence to be committed may be prosecuted.
4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Under the DPA, a Data Privacy Officer (“DPO”) must be registered with the NPC if a company has more than 250 employees or the processing of personal information is: (1) likely to pose a risk to data subjects’ rights and freedoms; (2) not occasional; or (3) involves sensitive personal information of at least 1,000 individuals. The application for registration shall include the name and address of the personal information controller or processor, the general description of privacy and security measures for data protection and copies of all policies relating to data governance, data privacy and information security.

Thus, the DPA does not specifically require the designation of a Chief Information Security Officer (“CISO”), only the designation of a DPO. However, with respect to (b), (c) and (d), while not specifically stated in the DPA, they may be deemed reasonable requirements to implement the objectives of the DPA.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Under the DPA, the NPC requires the annual submission of a summary of documented security Incidents and personal data breaches.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

Yes. When ordered by a court to preserve or examine computer data, service providers (public or private entities that provide a service that allows users to communicate by means of a computer system, or any other entity that processes or stores computer data on behalf of users) are required to: (1) preserve the integrity of traffic data and subscriber information for a minimum period of six months from the date of the transaction; (2) preserve the integrity of content data for six months from the date of receipt of the order from law enforcement or competent authorities requiring its preservation; (3) preserve the integrity of computer data for an extended period of six months from the date of receipt of the order from law enforcement or competent authorities requiring its preservation; (4) preserve the integrity of computer data until the final termination of the case and/or as ordered by the court, as the case may be; (5) ensure the confidentiality of the preservation order and its compliance; (6) collect or record by technical or electronic means and/or cooperate and assist law enforcement or competent authorities in the collection or recording of computer data covered by the court warrant; (7) disclose or submit users’ information, traffic or relevant data to law enforcement or competent authorities within 72 hours from receipt of the court warrant; and (8) immediately and completely destroy the computer data that is the subject of a preservation order after the expiration of the period provided under the CPA.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Civil actions involving Incidents may be brought before the proper court in two cases: (1) an action to demand the civil liability arising from a criminal offence under Article 30 of the Civil Code; and (2) an action to demand indemnification for damage to human relations under Articles 19 through to 21, 26 and 32 of the Civil Code.

Articles 19 through to 21 of the Civil Code are catch-all provisions to hold a person civilly liable for his injurious act or omission. Article 19 requires a person to act with justice, give everyone his due, and observe honesty and good faith. If a person wilfully or negligently causes damage to another person contrary to Article 19, he must indemnify the latter pursuant to Article 20. Similarly, a person who causes damage to another person contrary to morals, good customs, or public policy shall compensate the latter under Article 21.

Article 26 of the Civil Code requires a person to respect the dignity, personality, privacy and peace of mind of another person. Violating another person’s privacy in relation to his residence under this provision and to his communication and correspondence under Article 32 of the Civil Code allows the offended party to recover damages.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

The Supreme Court has yet to resolve a case involving civil and criminal actions arising from Incidents. It did, however, rule on the CPA’s constitutionality in Disini v. Secretary of Justice. Before the lower courts, most cases with a cybersecurity element are criminal actions for computer hacking, child pornography, cybersex, ATM fraud and libel.

In 2016, the NPC issued a decision in NPC Case No. 16-001, which ruled that the COMELEC violated the DPA after the group Anonymous hacked the Philippines’ voter registration database. The hack involved at least 75,302,683 voter records and 1,267 COMELEC employee records. The NPC found that the COMELEC Chairman wilfully and intentionally disregarded his duties as a personal information controller and recommended his prosecution under the CPA.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Yes. Incidents may lead to liability based on quasi-delict. Under Article 2176 of the Civil Code, a person whose act or omission injures another person, whether through fault or negligence, is liable to pay damages to the latter.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, with prior approval, the Insurance Commission (“IC”) allows cyber-insurance products in the Philippines. Cyber-insurance may offer protection against losses due to: improper denial or approval.
of access to data; breach of computer software, system or security; or theft of computer hardware, among others. Cyber-insurance may also include protection against extortion and loss as a result of an Incident and payment for an investigation to determine the source thereof. Thus, cyber-insurance may address loss resulting from cyber attacks, e.g., “Wannacry” ransomware.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

Generally, there are no regulatory limitations to insurance coverage against the types of losses mentioned above. However, exceptionally, the insured cannot recover amounts paid arising from damages, fines or penalties that are exemplary in nature. Likewise, there is no recovery for amounts paid arising from the insured’s wilful and/or intentional violation of the DPA.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

Under the DPA, covered juridical persons must have systems and processes in place to make their employees aware of their responsibilities (ensuring integrity, availability and confidentiality of data) and the organisational requirements that must be met to comply with the DPA.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

Yes, Applicable Laws did not amend or repeal the Secrecy of Bank Deposits Act (Republic Act No. 1405), the Foreign Currency Deposits Act (Republic Act No. 6426), the Credit Information System Act (Republic Act No. 9510), and the Anti-Money Laundering Act (Republic Act No. 9610). Thus, these acts may prevent the reporting of Incidents to the proper authorities.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Under Section 7 of the HSA, law enforcement authorities may listen to, intercept and record, with the use of any mode, form, kind or type of electronic or other surveillance equipment or intercepting and tracking devices, or with the use of any other suitable ways and means for that purpose, any communication, message, conversation, discussion, or spoken or written words between members of a judicially declared and outlawed terrorist organisation, association, or group of persons or of any person charged with or suspected of the crime of terrorism or conspiracy to commit terrorism, upon written order of the Court of Appeals. However, Section 7 is limited by Section 44 of the DPA, which requires law enforcement authorities to comply with the principles of transparency, proportionality, and legitimate purpose.

Under the CPA, the National Bureau of Investigation (“NBI”) and the PNP Cybercrime Unit are responsible for enforcement. They are authorised to collect traffic data in real time, with due cause as evidenced by a court warrant. They may also issue an order requiring any person or service provider to disclose relevant information or data in his possession and control within 72 hours from receipt, also after securing a court warrant.

The NBI and the PNP may perform the following, upon securing a search and seizure warrant and within the time period provided therein: (1) secure a computer system or a computer data storage medium; (2) make and retain a copy of computer data secured; (3) maintain the integrity of the relevant stored computer data; (4) conduct forensic analysis or examination of the computer data storage medium; and (5) render inaccessible or remove computer data in the accessed computer or network. Further, they may order any person, who has knowledge of the computer system, server, or information and communication system and the measures to protect and preserve the electronic data therein, to assist in the search and seizure.

When computer data is found to prima facie violate the CPA, the Department of Justice may issue an order to restrict or block access to the data.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

No, juridical persons are not required to leave backdoors in their information and communication systems or to give law enforcement officers encryption keys.
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Portugal

Gouveia Pereira, Costa Freitas & Associados, S.P. R.L.

1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)

Yes, under the Cybercrime Law (Law no. 109/2009), access to a system or part of it without authorisation, as well as unauthorised access to sell, distribute or generate a code or computer data that produces unauthorised actions, are offences punishable with one year’s imprisonment or a fine.

Denial-of-service attacks

Yes. Under the Cybercrime Law, unauthorised access with the objective to hinder, disrupt, obstruct or interrupt the normal activity of a computer by altering, deleting, damaging software data or and by any other method interfering with a computer, is punishable with a maximum sentence of five years’ imprisonment or 600 daily fines.

Phishing

Yes. Under the Cybercrime Law, actions with the intention of deception that interfere in a legal relationship or actions such as the use of false data or obtainment of documents with the intention of having them used for legally relevant purposes are punishable with a maximum sentence of five years’ imprisonment or 120 to 600 daily fines. If these actions regard bank card data or any other system or means of payment, a communications system or any system with limited access, the offence is punishable with one to five years’ imprisonment.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

Yes. Infection of IT systems with malware would be considered computer sabotage under the Cybercrime Law. Any action without authorisation with the objective of hindering or perturbing the normal functioning of IT systems through the introduction, damage, change, deletion or denial of access to software or IT systems is punishable with a maximum sentence of five years’ imprisonment or 600 daily fines. The introduction of software with the objective of having computers or other devices acting without the owners’ authorisation is punishable with a maximum sentence of three years’ imprisonment or a fine.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

The possession, with the intention to produce, sell, distribute or in any other way disseminate, of software or computer data designed to commit the crimes foreseen in the Cybercrime Law is a criminal offence.

Identity theft or identity fraud (e.g. in connection with access devices)

Yes, under the Cybercrime Law, theft or identity fraud could be considered “IT falsehood” (article 3). The actions to deceive and interfere with the processing of computer data with the objective of using false data or documents for relevant legal finalities is punishable with a maximum sentence of five years or 120 to 600 daily fines.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

The copying or dissemination of software protected by copyright law is punishable with a maximum sentence of three years’ imprisonment or a fine under the Cybercrime Law.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

The unlawful interception of data with the purpose of reproduction, selling or dissemination is punishable with a maximum sentence of three years’ imprisonment or a fine.

Failure by an organisation to implement cybersecurity measures

The failure to implement appropriate cybersecurity measures is not a criminal offence in itself. However, the Portuguese supervisory authority, Centro Nacional de Cibersegurança, under the Cybersecurity Law (Law no. 46/2018), has inspection powers and may fine any organisation that fails to implement security measures. Additionally, under GDPR, organisations are required to have in place the appropriate measures to prevent data breaches – taking into account the most recent technical developments, risks, the nature of personal data being processed and the damage to the rights and freedom of the data subject. The supervisory authority has inspection powers and may fine organisations that fail to implement the appropriate security measures for personal data.

1.2 Do any of the above-mentioned offences have extraterritorial application?

The offences foreseen in the Cybercrime Law can be applicable to offences perpetrated by Portuguese citizens if no other law is applicable, to offences that are committed to the benefit of companies based in Portugal, offences committed in Portuguese territory or that are committed against IT systems in Portuguese territory regardless of where the offences are committed.
1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

There is no exception or mitigation to any penalty foreseen in the Cybercrime Law. However, the court can decide to mitigate any penalty under the general rules of the Criminal Code.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

When related to terrorism, cybercrimes have more severe penalties under the Anti-Terrorism Law (Law no. 55/2003, of August 22nd). Moreover, privacy intrusions through IT systems and swindling through computer data are criminal offences under the Criminal Code.

Additionally, other offences foreseen in the Criminal Code may apply, such as, for example, embezzlement, fraud or theft.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The Portuguese legal framework for cybersecurity is dispersed:

- the general legal framework for cybersecurity is Law no. 46/2018, August 13th – Cybersecurity Law – transposes the NIS Directive into Portuguese law;
- also applicable and complementing the NIS Directive, the Commission Implementing Regulation (EU) 2018/151 provides further requirements for digital service providers;
- in respect of cybercrime, complementing the Criminal Code, Law no. 109/2009, September 15th – Cybercrime Law – sets out cybercrime offences and communications surveillance and apprehension rules;
- the General Data Protection Regulation (GDPR) is applicable, when related to personal data, a new law, or when complementing the GDPR is being discussed, until enactment of the Data Protection Law (Law no. 67/98), which is also applicable;
- the Electronic Communications Law (Law no. 5/2004) is applicable to networks and services providers on electronic communications;
- also applicable, in respect to the identification and designation of critical infrastructures and the assessment of the need to improve their protection: Decree-Law no. 62/2011, May 9th;
- the Electronic Commerce Law is applicable to electronic services providers (Decree-Law no. 7/2004, January 7th amended by Decree-Law no. 62/2009, March 10th and Law no. 46/2012, August 29th); and

the Portuguese competent authority and computer security Incident response team (national contact point for cybersecurity under NIS Directive) is Centro Nacional de Cibersegurança (CNCS), governed by Decree-Law no. 3/2012, January 16th, establishing the National Security Cabinet, amended by Decree-Law no. 69/2014, May 9th.

Also relevant is the National Strategy for Cybersecurity and Notice 459/2017, publishing the Portuguese Electronic Communications regulation for security and integrity of electronic communications networks and services.

Other legislation may apply with respect to civil and criminal matters.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Yes. In accordance with Law no. 46/2018, the NIS Directive transposition law, operators of critical infrastructures shall have in place technical and organisational measures to ensure the security of networks and information systems. These measures should ensure a level of security proportional to the risks and take into account the latest technical advances.

Portuguese law does not impose further requirements than those in the NIS Directive.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

The organisations that provide electronic communication services must adopt not only monitoring, detection, prevention and mitigation Incidents, and business continuity plans. The regulator might establish the following measures:

- a permanent point of contact;
- a map of all the technical and organisational measures;
- evaluation exercises and drills; and
- an Annual Report.

Electronic service providers must retain one year’s worth of electronic traffic and device location. Even though the courts recognise cases C 293/12 and C 594/12 (Digital Rights Ireland) the constitutional court, in 2017, ruled that the Portuguese law confers all the necessary guarantees required by the ECJ in order to guarantee the proportionality of the retention.

Public organisations, critical infrastructures and digital providers must ensure an adequate security level, considering the risk at stake and the technical progress, in order to reduce the risk of Incident, minimise impacts, ensure business continuity and to notify the competent authorities and evaluate the Incident’s impact.

Digital providers must take into consideration:

- system and facilities’ security;
- Incident management;
- business continuity management;
- auditing, tests and monitoring; and
- compliance with international standards.
2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

The Applicable Laws are largely harmonised at an EU level, and, as such, the risk of conflicts of laws is minimised.

The identified requirements have exceptions in the applicable data protection and fundamental rights legislation, and the courts have evaluated the proportionality of such measures regarding such fundamental rights.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Public organisations, critical infrastructures, digital providers and electronic service providers must notify any Incident with impact on the provision of its services to Centro Nacional de Cibersegurança, reporting, at least, the Incident’s duration, the number of users affected, the geolocation of affected areas, level of severity of the Incident and impact of the economic and social activities.

Such notification does not imply any further responsibilities to the notifying party. Only substantial Incidents should be notified.

Should the Incident relate to personal data, the regulator, Comissão Nacional de Protecção de Dados, should be notified, if such Incident has an impact for the Data Subject’s rights. Such notification should include the Incident’s duration, the number of users affected, the data subject’s rights affected and impact on the same and mitigation measures.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulator or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

This is not applicable.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Should the Incident relate to personal data, the data subject should be notified, if such Incident has a relevant impact on the data subject’s rights. Such notification should include the Incident’s duration, the number of users affected, the data subject’s rights affected and the impact on the same and mitigation measures.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

Please see questions 2.5 and 2.7.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

Regarding public organisations, critical infrastructures and digital providers, the relevant regulator is Centro Nacional de Cibersegurança, a national authority with headquarters at Rua da Junqueira 69, 1300-342 Lisbon; email: cnec@cnec.gov.pt / telephone number: +351 210 497 400.

Regarding the provision of Electronic Communications, the relevant authority is ANACOM, with headquarters in Av. José Malhoa, 12; 1099-017 Lisbon; email info@anacom.pt / telephone number: +351 800 206 665.

Regarding Incidents with an impact on personal data, the relevant authority is Comissão Nacional de Protecção de Dados with headquarters in Av. D. Carlos I, nº 134, Lisbon; email: geral@cnpd.pt / telephone number: +351 213 928 400.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Regarding public organisations, critical infrastructures and digital providers not complying with the regulation, this might lead to a fine, which can range from €1,500 to €50,000 depending on the knowledge and intent of the parties.

Regarding the provision of electronic communications services, not complying with the regulation might lead to a fine which can range from €100 to €5,000,000, depending on the knowledge, size of the company, intent of the party and provision at stake.

Regarding personal data not complying with the regulation, this might lead to a fine under the terms of the GDPR (up to €20,000,000 or 4% of the company’s or group’s global turnover).
2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

The abovementioned requirements, with the exception of the electronics communication regulation, are part of a new legal framework; thus enforcement decisions are scarce.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

The Portuguese Cybersecurity Law does not impose specific security measures depending on business sectors, except those already mentioned.

However, some industries are more prone to invest in information security, having dedicated teams. The financial services sector, the media sector and the sports sector, for example, have shown a growing concern for the implementation of further measures to prevent, detect, mitigate and respond to Incidents.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

The Electronic Communications Law imposes specific technical and organisational measures, reporting obligations to national authorities and national security requirements to electronic communications networks providers and/or electronic communications services providers.

The regulator for financial services might impose some specific legal requirements in relation to cybersecurity, even imposing compliance with standard norms; for example, regarding measures concerning methods of payment on a case-by-case basis.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

The directors of a company have a general duty of care (duty to monitor) (article 64 of the Commercial Companies Code). This duty of care (duty to monitor) might concern a director’s duty to prevent, mitigate, manage or respond to an Incident. The Commercial Companies Code, in case of a breach, allows for the director to be liable for damages caused by acts or omissions.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Even though ISO/IEC 27001, the ITIL and COBIT 5 frameworks are frequently used as standards for organisations to implement their own information security management systems, as well as provide some general guidance on the CISO framework organisational structures, there is still a mediocre practice of adopting a CISO, which is mainly directed at large companies. Currently, there is no obligation to designate a CISO.

As mentioned in question 2.3, some organisations are required to: establish a written Incident response plan or policy; conduct periodic cyber risk assessments, including for third-party vendors; and perform penetration tests or vulnerability assessments.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

The only applicable disclosure requirements are those mentioned in question 2.5.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

There are specific requirements regarding the handling of classified information and its supporting systems, which might have an impact on cybersecurity requirements.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Regarding an Incident, a civil liability action for damages may be brought under the general terms of the Portuguese Civil Code and the rules of the Code of Civil Procedure.

In order to obtain compensation from the responsible party or subcontractor for damages suffered by the plaintiff, the fact that caused them harm must be attributable to the defendant.

Furthermore, a person who suffers damage in relation to an Incident, caused by lack of action of the regulator, may bring an action claiming both for compensation and for the regulator to act.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

One example is the ruling of 14/12/2016 of the Portuguese Supreme Court of Justice on the process 1063/12.TVLSB.L.1.S1 regarding a civil action of a company against a bank after a “phishing” attack, where the bank paid a due compensation amounting to the value stolen through the Incident and to moral damages, having found that the bank had not undertaken all the necessary measures.
5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

There is potential liability in relation to an Incident, since there is, as mentioned above, a specific duty to maintain the safety of the information; accordingly, there is a claim for compensation if there is a breach in the duty of the defendant towards the plaintiff resulting in an injury.

However, the claims may vary according to the existence of a contractual relation and the type of torts (intentional torts, negligent torts and strict liability torts).

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes. Under the Insurance Contract Law, only insurance contracts that cover i) criminal liability or administrative fines, ii) the risk of crimes against personal liberty (such as kidnapping), and iii) possession or transport of unlawful drugs are prohibited. Cyber insurances are available on the Portuguese insurance market.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

Please see the answer above.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

The employer is generally free to establish rules of conduct for its employees through internal regulation.

However, considering the monitoring of the employees and the reporting of Incidents, several requirements should be met, namely: the employees should have previous knowledge of the monitoring; the monitoring should not occur as per finding employees’ wrongdoing; and the control should not be continuous monitoring of the employees activities and should not have the purpose of evaluating the employee’s performance. The monitoring should be random and not directed at a specific employee and the employer should grant all means for the employees to follow the established rules.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are currently no applicable labour laws limiting the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee.

However, in order for such reporting to be legally required, it should be established in the internal rules of conduct and the employees should be granted the means in order to fulfil such requirement. If the reporting is legally demanded, the employer could eventually sanction an employee who does not follow such instruction.

It is recommended for the employer, in order to legally demand the report, to provide confidentiality and safety measures for the reporting of Incidents or potential Incidents.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

The laws which give investigative powers to both the regulators and to law enforcement to investigate an Incident, are, besides those already mentioned in question 2.1, the following:

- Portuguese Criminal Code.
- Anti-Terrorism Law (Law no. 52/2003 of August 22nd, in compliance with Council Framework Decision 2002/475/JHA of June 13th, with the following amendments: Rectif. 16/2003, of October 29th; Law no. 59/2007, of September 4th; Law no. 25/2008, of June 5th; Law no. 17/2011, of May 3rd; and Law no. 60/2015, of June 24th).

An example of attributed investigatory powers is the interception of communications for criminal cases, and investigation of a crime committed by means of a computer system or for which it is necessary to collect evidence in an electronic format.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

The Judgment of the Constitutional Court no. 413/2015, which set aside the rule that allowed the Secret Information Services to access “metadata” as well as tax and banking information started a doctrinal debate on the limits of the investigative power.

On July 19, 2017, a law was approved in order to allow the Secret Information Services not only to access the information mentioned above, but also to intercept communications even if through covert actions, provided that they are duly supervised.

Even though such powers allow for law enforcement to access some equipment, or the data generated, there is no specific requirements for the implementation of backdoors.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)
Hacking constitutes a felony according to Article 360 of the Romanian Criminal Code as “Illegal access to a computerised system”. The regulation sets different term ranges of imprisonment depending on the circumstances of the illegal actions, such as:

a) for the base form of the unlawful act, the penalty may consist in either a fine, or imprisonment ranging from three months up to a maximum of three years;

b) if the illegal actions are conducted with the purpose of gathering specific data from the system, the punishment consists of imprisonment for up to five years; and

c) presuming the access to the system is conditioned by various procedures, devices or specific programs, breaching this kind of system is punishable with imprisonment for up to seven years.

Moreover, Article 361 punishes the illegal interception of any confidential data information transfer from a computerised system with imprisonment from one to five years.

Denial-of-service attacks
Denial-of-service attacks incrimination may vary, due to aggravation causes or other objective incidental facts.

Article 362 of the Criminal Code states that it is punishable to illegitimately conduct the constraint of access to a computer system, which carries a sentence of imprisonment for one to five years.

Also, Article 363 of the same legislative act emphasises the importance of proper functioning of the system; therefore, a serious disturbance in a computerised system under the conditions of the previously mentioned article generate a higher liability of imprisonment, with a maximum term of seven years.

Moreover, the criminal legislation in force distinctively punishes denial-of-service attacks under two specific conditions: if the offender seeks a patrimonial benefit; and the existence of damage to the victim’s detriment (Article 249).

Phishing
There is no provision precisely targeting phishing activity as a distinct felony, though it may fall within the scope of other regulations, such as Article 365 of the Criminal Code.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
Such actions are prohibited by the Romanian legislation, depending on the purpose or the effects of the malware’s infection of the system. Therefore, in case of ransomware infection, the conduct may be qualified as mentioned above, based on Article 249.
Trojans and other viruses are covered by Article 362 and Article 363, mentioned above.
Spyware infection of an IT system may fall within the scope of Article 364, which punishes the illegal transfer of data information with imprisonment ranging from one to five years.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)
The Criminal Code incriminates in its Article 365 the possession of hacking devices, passwords and any other information with the purpose of committing any cybercrime covered by the Romanian legislation. The punishment may consist in a fine or imprisonment for three months to two years.

Identity theft or identity fraud (e.g. in connection with access devices)
According to Article 327, identity fraud is punishable only if the offender’s conduct targets a public authority, punishable with up to three years’ imprisonment. Identity fraud may take the form of identity theft in the case of using the real identity of a certain individual, which leads to a punishment of up to five years’ imprisonment.

Also, Article 325 punishes “Computerised Fraud”, which is defined as the conduct of altering data information or restricting access to information with the purpose of producing unlawful legal consequences, punishable with imprisonment for one to five years.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)
The legislation in force does not incriminate electronic theft as a stand-alone felony.

However, Articles 190 to 199 of Law no. 8/1996 regarding copyright cover a series of misdemeanour or felonies related to copyright infringement. For example, the punishment for piracy consists in imprisonment for six months to three years or, in case of commercial use, for two to seven years.

Any other unlawful use or distribution of work protected by copyright shall be punished with either a fine or imprisonment for one month to five years.
Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

The Criminal Code punishes the theft of communication infrastructure, qualifying it as aggravated theft, punishable with imprisonment for three to 10 years (Articles 229 and 228).

Failure by an organisation to implement cybersecurity measures

Failure to implement cybersecurity measures is not considered to be a criminal offence, but an administrative one. Article 52 of Law no. 161/2003 regarding measures for transparency guarantees regarding the official’s performance sets up a penalty consisting in a fine of up to 5,000 RON. This legislative act has been modified several times, but the Parliament did not take into consideration the currency revaluation that took place in the Romanian jurisdiction in 2005, so the fine limit is listed as 5,000,000 RON, which does not reflect reality.

1.2 Do any of the above-mentioned offences have extraterritorial application?

Every criminal offence is liable to punishment according to the Romanian legislation in any of the following circumstances:

- the offender is a Romanian citizen or a legal person registered in Romania, no matter the territory the crime has been committed in, and the punishment for the crime is imprisonment for not less than 10 years. Otherwise, double jeopardy is necessary;
- the victim of the criminal offence is a Romanian citizen, a legal person registered in Romania, or a Romanian state authority;
- the offender is in Romania of his own free will and has committed a crime which the Romanian state is bound to address, according to an international treaty; and
- in any case in which the offender acted in the territory of Romania or the final result of the offence occurred in the same territory.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

The Criminal Code stipulates a set of mitigating circumstances that may apply to any of the offences mentioned in question 1.1. Article 75 sets up two kinds of mitigating circumstances: legal circumstances; and judicial circumstances, the main difference between these two kinds being the fact that legal circumstances are compulsory in terms of application.

Even so, regarding the legal type of circumstances, it is hard to believe that they will ever be applicable to cybersecurity crimes (e.g. legitimate defence, necessity status).

Therefore, only judicial circumstances are applicable, such as the efforts conducted by the offender in order to diminish the consequences of his illegal conduct, or the existence of impartial circumstances liable to reduce the severity of the conduct imputable to the criminal.

The effect of the presence of judicial mitigating circumstances reflects upon the punishment, which would be reduced by ½ of the initial punishment established by the court.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

There are a few other felonies prescribed by legislation that may interfere with cybersecurity offences.

Article 250 punishes unlawful, fraudulent financial operations conduct with imprisonment for two to seven years. Moreover, as a distinct felony, Article 251 states that the acceptance of these fraudulent operations is punishable with imprisonment for up to five years. These offences may interfere with cybersecurity felonies, due to obvious reasons, fraudulent operations usually being conducted through computerised systems.

In terms of information classified as public, there are several provisions that may relate to cybersecurity matters, such as: Article 303 regarding disclosure of information classified as a state secret; or Article 304, which incriminates disclosure of any work-related secret information (disclosure of information classified as a service secret or not public) and information that is not destined for public knowledge. Also, Article 305 punishes negligence in storing information leading to information alteration or withdrawal. These provisions apply in the public administration sector.

Also, cybersecurity crimes may occur in tandem with another type of illegal conduct prohibited by Article 367 of the Criminal Code, entitled “Creation of an organised crime group”, with a punishment of imprisonment for one to five years and prohibition of rights usage.

Moreover, all of the offences mentioned above may be retained by the court as inchoate.

A case of worldwide notoriety is Mihai Gheață’s trial for conducting computerised fraudulent activity, punished by Article 249 of the Criminal Code, within an organised crime group made up of 31 other criminals. He has been also charged for hacking the Bank of America’s database in 2004, creating a material damage of $3,000,000. Taking into consideration all his illegal activity, the Bucharest Court of Law sentenced him to 10 years in prison.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The main regulations covering cybersecurity offences are:

1) the Criminal Code of 17 July 2009;
2) Law no. 161/2003 regarding the Prevention and Punishment of Corruption;
3) the Budapest Convention on Cybercrime of 2001;
4) Law no. 535/2004 regarding the Prevention and Control of Terrorism; and
5) Law no. 8/1996 regarding Copyright and Other Connected Rights.
2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The Romanian Parliament passed Draft Law no. 280/2018 regarding the transposition of the Network and Information System Directive 2016/1148, yet the Constitutional Court has declared that the provisions of the act in question are against the Romanian Constitution.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

According to Law no. 161/2003, organisations are required to:
1) conduct activities regarding cybercrime prevention;
2) promote security policies, measures and standards targeting computerised systems;
3) organise information campaigns regarding cybersecurity crimes and the risks that the users are exposed to; and
4) inform users about the confidentiality and legal access conditions of the systems they administrate.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Due to the fact that Romania missed the transposition deadline of the Network and Information System Directive 2016/1148, the European Act in question is directly applicable.

The Directive goes into detail while stating the responsibilities each state has in order to maintain cybersecurity standards. For example, each state must designate a response team in case of Incidents and appoint a unique contact terminal with the purpose of ensuring the integrity of the data system.

The Romanian law in force does not interfere with the Network and Information System Directive 2016/1148, but its enforcement must be done in compliance with the European Act under discussion. Even so, conflicts may arise regarding extraterritorial application of foreign laws.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported; (d) the authority mentioned is the National Cybersecurity Alert System, whose main purpose is to prevent, report and overcome any potential Incident. The Network and Information Systems Directive states that a Cooperation Group must be established, composed of representatives of Member States, the Commission, and the European Union Agency for Network and Information Security, with the purpose of facilitating the communication of Incidents between the authorities in power designated by each state.

In Romania, the authorities responsible for cybersecurity are:
1) the National Cybersecurity System, the most important body of this institution being the National Cybersecurity Alert System; and
2) the National Supervisory Authority for Personal Data Processing.

Moreover, the Security Incidents Response Team should receive notifications of Incidents, given the fact that its main purpose is to manage and solve them.

Any threat regarding the security and proper functioning of the computerised system triggers the obligation to report the Incident, with the purpose of ensuring the integrity of the data system.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

The Government Decision mentioned above encourages the organisations to cooperate by any means in order to prevent any Incident.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

According to the Network and Information Systems Directive, reporting Incidents may also be directed to the Response Team or other authorities in power, such as the National Cybersecurity Alert System.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

Essentially, the responses would not change because the information exchange between authorities relies on a legal basis. The primary
purpose of this exchange is to protect the vital interests of any person affected by the Incident.

By way of exception, regarding special categories of personal data mentioned by Regulation (EU) 2016/679 (General Data Protection Regulation), the explicit consent of the affected individuals is required.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

There are several authorities in charge of law enforcement regarding cybersecurity:
1) the Romanian Intelligence Service, which is responsible for monitoring the integrity and safety of computerised systems, due to the fact that felonies against these values may be considered acts of terrorism;
2) the Ministry of Communication and Informational Society, which coordinates the National Cybersecurity and Incident Response Team mentioned in question 2.7;
3) the Supreme Defence Council created by the authorities mentioned in question 2.5; and
4) the National Supervisory Authority for Personal Data Processing.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Under Romanian law, non-compliance may result in applying administrative fines up to 5,000 RON.

Non-compliance with Regulation (EU) 2016/679 (General Data Protection Regulation) is subject to an administrative fee of up to 10,000,000 EUR or 2% of the total worldwide annual turnover, whichever is higher.

Moreover, Article 251 of the Criminal Code states that the acceptance of fraudulent operations is punishable with imprisonment for up to five years.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

The National Authority for Supervising Personal Data Processing has punished several personal data controllers for not complying with the law in force, such as S.C. Vodafone Romania S.A., which was fined 10,000 RON for not taking all the technical measures to ensure the personal data protection of its customers.

Another company, S.C CETELEM IFN S.A., refused to provide the relevant authority with the required information and conducted illegal data processing. This conduct resulted in a fine of 35,000 RON.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Market practice in terms of information security is not unitary and the prevention, detection or any other measures may vary, depending on the business sector. Therefore, market sectors that process sensitive information will invest more in software, infrastructure and human resources. Even so, there are no special provisions regarding any specific sectors.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Both sectors follow the common rules of Regulation (EU) 2016/679 (General Data Protection Regulation).

However, the telecommunications sector is required to deploy any necessary measures in order to handle any Incidents. Annually, the National Authority for Management and Regulation in Communications of Romania sends a report regarding the measures taken to the European Commission and to the European Union Agency for Network and Information Security.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

First of all, the responsibility of the company may not encroach on the liability of the shareholders for the share capital each one of them owns.

Moreover, each company’s General Assembly will appoint an administrator/a Board of Directors responsible in any matter regarding the functioning of the company. Therefore, it is the administrator’s duty to respond, through the company’s bodies designated for managing the Incidents, and act purposefully in preventing, managing and mitigating Incidents. In this regard, Law no. 31/1990 states in its Article 73 that the managing body, which may consist of an administrator or a Board of Directors, is responsible and is severally liable for the execution of the legislative requirements.

The legislative act mentioned above does not set special provisions on this matter with criminal implications, the Romanian Criminal Code being the reference legislative act, and the felonies that may arise already having been provided for.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

According to the legislation in force and Regulation (EU) 2016/679 (General Data Protection Regulation), both listed and private companies are required to designate a chief information security officer, to establish an Incident response plan or policy and to conduct periodic cyber risk assessments.

Regarding penetration tests and vulnerability assessments, they may be conducted in connection with cyber risk assessments, though they are not specifically required by law.

The Network and Information Systems Directive 2016/1148 states that companies should take all the measures necessary to manage any data breach risk. Moreover, companies should alert the relevant authorities and the Computer Security Incident Response Team (CSIRT) as soon as possible. In this case, companies should alert the National Cybersecurity Alert System and the National Authority
for Supervising Personal Data Processing (according to General Data Protection Regulation).

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Generally, no specific disclosure requirements are required, except those covered by the General Data Protection Regulation. Also, please see the answer to question 3.2.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

There are no further provisions worth mentioning besides those already discussed.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

The Romanian Civil Code provides two different cases in which civil actions may be put into use.

First of all, liability in tort may be triggered, under the general requirements stated by the Civil Code. Please see the answer to question 5.3.

Also, civil actions can be triggered based on contractual liability. Contractual liability implies the existence of a set of special clauses inserted in the contract that mention any obligations of the company facing the Incident. Therefore, the aggrieved party to the contract may initiate proceedings against the company under the regulations set forth in the contract.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

The case law on Incidents lacks notable examples, due to the fact that both Regulation (EU) 2016/679 (General Data Protection Regulation) and the Network and Information System Directive 2016/1148 are novel elements in the Romanian legislation, and no remarkable Incidents have been recorded thus far.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

As mentioned before, yes, in theory it is possible for liability in tort to be triggered in case of an Incident.

Even so, there is a set of requirements that each Incident must meet in order to inflict the liability in tort:

a) the Incident must be a consequence of a legislative violation;
b) the illicit conduct must produce material or moral damage at the expense of the victim;
c) the individual called upon to remedy the damage must have committed the acts with the guilt required by the law for the legislative breach in question; and

d) there must be a causal link between the damage done and the illicit actions of the culpable individual.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Organisations are permitted to take out insurance against possible Incidents.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no specific regulations regarding the limitations to insurance coverage; therefore, companies providing these services have the right to establish thresholds freely.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

Generally, by signing the employment contract the employee consents to personal data processing. The employer can monitor and use the data provided in the workplace under certain conditions:

1) the existence of a legitimate interest from the employer; and

2) compliance with the principle of proportionality.

Moreover, the National Authority for Supervising Personal Data Processing stated that the monitoring of employees must be done with the prior knowledge of the employees. Also, the employees must explicitly consent to the work conditions related to their monitoring. There are no specific provisions that may require the employee to report any cyber risks, and so employers should stipulate such obligations in their contracts/internal policies.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

The Romanian legislation in force provides a set of principles to follow while reporting any misleading conduct. The principles are set up in order to protect the proper functioning of the authorities, and not necessarily to limit the initiative of the employees in proceeding with such a report.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

There are several authorities with different investigatory powers granted by the current legislation.
The Ministry of Communication and Information Society, the Romanian Intelligence Service and the Organised Crime and Terrorism Investigation Directorate have general investigatory powers in relation to cybersecurity matters.

### 8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There is no such explicit legal requirement. However, given the general rules of data protection diligence, backdoor activities may contribute to safer system maintenance.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)
Yes. Under section 3 of the CMA, any person who knowingly causes a computer to perform any function for the purposes of securing access without authority to any program or data held in any computer shall be guilty of an offence.

A person found guilty of this offence shall be liable on conviction to a fine not exceeding S$5,000 or to imprisonment for a term not exceeding two years, or to both.

In Public Prosecutor v Muhammad Nuzaihan bin Kamal Luddin [1999] 3 SLR(R) 653, the accused relied on an exploit, instead of sophisticated software, to perform unauthorised access to an internet service provider server, among others. In Lim Siong Khee v Public Prosecutor [2001] 1 SLR(R) 631, the accused hacked the victim’s email account by answering correctly the hint question to successfully retrieve passwords and to gain unauthorised access. He was sentenced to 12 months’ imprisonment.

Denial-of-service attacks
Yes. Under section 7 of the CMA, any person who knowingly and without authority or lawful excuse (a) interferes with, interrupts or obstructs the lawful use of a computer, or (b) impedes or prevents access to, or impairs the usefulness or effectiveness of, any program or data stored in computer, shall be guilty of an offence.

A person found guilty of this offence shall be liable on conviction to a fine not exceeding S$10,000 or to imprisonment for a term not exceeding three years, or to both.

There have been no prosecutions for denial-of-service attacks as yet. Nevertheless, such attacks are recognised as threats under Singapore’s Cybersecurity Strategy.

Phishing
There is no specific provision that deals with phishing. However, under section 3 of the CMA, any person who knowingly causes a computer to perform any function for the purposes of securing access without authority to any program or data held in any computer shall be guilty of an offence.

A person found guilty of this offence shall be liable on conviction to a fine not exceeding S$5,000 or to imprisonment for a term not exceeding two years, or to both.

In July 2018, there was a prosecution relating to multiple phishing activities, and it was reported that the offender was sentenced to three years and five months’ imprisonment, and fined S$5,000.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
Yes. Under section 5 of the CMA, it is an offence to secure access without authority or lawful excuse to obtain or retain any item (which includes hacking tools, among others) with the intent to use it to commit or facilitate commission of an offence under the CMA.

A person found guilty of this offence shall be liable on conviction to a fine not exceeding S$10,000 or to imprisonment for a term not exceeding three years, or to both.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)
Yes. Under section 8B of the CMA, it is an offence for a person to obtain or retain any item which includes hacking tools, among others with the intent to use it to commit or facilitate commission of an offence under the CMA.

Identity theft or identity fraud (e.g. in connection with access devices)
Yes. Under section 4 of the CMA, it is an offence to secure unauthorised access to any computer program or data, with the intent to commit an offence involving property, fraud or dishonesty. This offence is punishable on conviction by a fine not exceeding S$50,000 or imprisonment for a term not exceeding 10 years, or to both.

In Public Prosecutor v S Kalai Magal Naidu [2006] SGDC 226, the accused was convicted under section 4 for conducting searches on her bank employer’s computer systems to effect cash withdrawals from the victim’s bank account. She was sentenced to four months’ imprisonment for each charge under section 4.

Also, under section 5 of the CMA, an accused may be charged for unauthorised modification of computer material. This may be seen in Public Prosecutor v Tan Hock Keong Benjamin [2014] SGDC 16, where the accused used the victim’s debit card that he found to make a purchase on eBay. It was held that he knew that by doing so, he would cause unauthorised modification to the contents of a computer, namely the data stored in the bank’s servers, such that the online purchase would be approved.

In addition, the Penal Code contains provisions on cheating by personation. Although not cyber-specific, section 416 of the Penal Code (cheating by personation) may apply to identity theft. It is an
offence for anyone to cheat by pretending to be some other person, or by knowingly substituting one person for another, or representing that he or any other person is a person other than he or such other person really is. The punishment is imprisonment for a term which may extend to five years or a fine, or both.

Under section 170 of the Penal Code, it is an offence to personate a public servant. The punishment is imprisonment for a term which may extend to two years or a fine, or both.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Yes. Under section 8A of the CMA, it is an offence for a person to obtain or retain personal information, or to supply, offer to supply, transmit or make available the personal information, if the person knows or has reason to believe that any personal information about another person (being an individual) was obtained by an act done in contravention of the CMA. This offence is punishable on conviction by a fine not exceeding S$10,000 or to imprisonment for a term not exceeding three years, or to both.

The theft of personal data could constitute an offence under the PDPA. Under section 51 of the PDPA, it is an offence for an organisation or individual to dispose of, alter, falsify, conceal or destroy personal data. The punishment for this offence is a fine of up to S$5,000 in the case of an individual, and up to S$50,000 in any other case.

Under section 136 of the Copyright Act, the following instances of copyright infringement are criminal offences, where the infringing party knows or ought reasonably to know that the copies are infringing ones: make for sale or hire infringing copies; sell or let for hire infringing copies; possess or import infringing copies for commercial purposes; and distribute infringing copies for commercial purposes.

There is also criminal liability if the copyright infringement is wilful and either or both of the following two situations apply: (i) the extent of the infringement is significant; and/or (ii) the person does the act to obtain a commercial advantage.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Under the CMA, it is an offence to perform unauthorised use or interception of a computer service (section 6), and for unauthorised disclosure of an access code (section 8). Attempts are also caught under section 10 of the CMA, whereby anyone who attempts to commit or does any act preparatory to or in furtherance of the commission of any offence under the CMA shall be guilty of an offence. Therefore, any forms of attempts to gain unauthorised access, or to commit any other offences under the CMA, will constitute offences as well.

Failure by an organisation to implement cybersecurity measures

The PDPA requires organisations to protect personal data in their possession or under their control by making reasonable security arrangements to prevent unauthorised access, collection, use, disclosure, copying, modification, disposal or similar risks. If the organisation does not comply with this requirement, the Personal Data Protection Commission (the “PDPC”) can give the organisation directions to ensure compliance; for example, directing the organisation to pay a financial penalty of up to S$1 million.

The Cybersecurity Act 2018 (No. 9 of 2018) requires owners of designated critical information infrastructure (“CII”) to audit the compliance of their CII with the Cybersecurity Act and the applicable codes of practice and standards of performance at least once every two years, and conduct a cybersecurity risk assessment of the CII at least once a year. Any CII owner which does not comply shall be guilty of an offence and shall be liable on conviction to a fine not exceeding S$100,000 or to imprisonment for a term not exceeding two years, or to both.

1.2 Do any of the above-mentioned offences have extraterritorial application?

The CMA, PDPA and Penal Code have extraterritorial application. The Cybersecurity Act applies to any CII located wholly or partly in Singapore. Section 11 of the CMA specifies that the CMA provisions have effect against any person, irrespective of nationality or citizenship, even if the person is outside or within Singapore, if:

(a) the accused was in Singapore at the material time of the offence;
(b) the computer, program or data was in Singapore at the material time of the offence; or
(c) the offence causes or creates significant risk of serious harm in Singapore.

The above captures anyone who commits an offence under the CMA for which the person targets a computer, program or data located in Singapore, or if the person was located in Singapore when the offence happened. Also, if the offence causes significant risk of serious harm in Singapore, then the extraterritorial provision may apply. Examples of serious harm include the disruption or serious diminution of public confidence in essential services such as communications and transport infrastructure or public utilities.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

The legislation does not specify mitigating factors to the above offences. Nevertheless, cooperation with the relevant regulators or enforcement authorities, or active steps taken to mitigate the loss or damage caused by any of the offences, could be viewed by a court as mitigating factors.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

In addition to legislation specifically targeted at cybercrime, the existing criminal offences as set out in the Penal Code and Sedition Act (Cap. 290), among others, may be able to encompass offences relating to cybersecurity. It is generally an offence (even though not specific to cybersecurity) to commit or facilitate terrorism activities, e.g., where there is financing of terrorism.

The Protection from Harassment Act (Cap. 256A) (the “POHA”) establishes that it is an offence to intentionally cause harassment, alarm or distress, and to commit unlawful stalking. For example, unlawful stalking includes keeping the victim or a related person under surveillance.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The current laws which relate to cybersecurity in Singapore include:
Cybersecurity Act 2018 (No. 9 of 2018)
The provisions of this Cybersecurity Act relating to CII came into operation on 31 August 2018. The Cybersecurity Act establishes a framework for the oversight and maintenance of national cybersecurity in Singapore, and imposes duties and obligations on owners of CII.

Computer Misuse Act (Cap. 50A) (CMA)
The CMA sets out penalties for various cybersecurity offences, as described in section 1 above. Depending on the offence, the maximum quantum of the fine ranges from between S$5,000 to S$50,000, and the maximum imprisonment term ranges from between two and 10 years. The penalties may be enhanced in specific circumstances. For example, the maximum fine quantum and imprisonment term are increased in the case of second or subsequent convictions.

Personal Data Protection Act 2012 (No. 26 of 2012) (PDPA)
The PDPA imposes data protection obligations on private organisations when they perform activities involving the collection, use and disclosure of personal data. The PDPC has powers to bring enforcement actions against organisations which fail to comply with these PDPA obligations.

Penal Code (Cap. 224)
As described in section 1 above, the Penal Code sets out offences relating to personation, among others.

Copyright Act (Cap. 63)
As described in section 1 above, the Copyright Act establishes that certain acts of copyright infringement constitute offences.

Strategic Goods (Control) Act (Cap. 300)
The Strategic Goods (Control) Act controls the transfer and brokering of strategic goods and strategic goods technology (including specified information security and cryptographic systems), among others.

Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

In the Cybersecurity Act, there are cybersecurity requirements that impose duties on owners of CII. Per the Act, CII refers to a computer or computer system that is necessary for the continuous delivery of an essential service, and the loss or compromise of the computer or computer system will have a debilitating effect on the availability of the essential service in Singapore. The Commissioner will have the power to designate a computer or computer system as a CII.

‘Essential services’ are specified in the First Schedule of the Act. The First Schedule details 46 types of services which may be considered ‘essential services’, under the broad categories of energy, information communications, water, healthcare, banking and finance, security and emergency services, aviation, land transport, maritime, Government, and media.

Section 9 of the CMA enhances the punishment for certain offences that are committed on protected computers (including computers used for defence, communications, public utilities, and banking, among others). The applicable punishment is increased to a maximum fine of up to S$100,000, and/or imprisonment for a term not exceeding 20 years.

Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Under the Protection Obligation imposed by the PDPA, an organisation is required to protect personal data in its possession or under its control by making reasonable security arrangements to prevent unauthorised access, collection, use, disclosure, copying, modification, disposal or similar risks.

In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

No such issues have been reported to have arisen thus far in Singapore.

Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

The PDPA does not contain a mandatory reporting obligation. However, the PDPC has issued non-binding guidelines recommending organisations to voluntarily notify the PDPC as soon as possible of any data breaches that might cause public concern or where there is a risk of harm to a group of affected individuals.

The PDPC is currently reviewing the PDPA, and issued a public consultation (from 27 July 2017 to 21 September 2017) seeking feedback on its proposed amendments. In February 2018, the PDPC issued a response to the feedback received from the public consultation. One amendment relates to mandatory data breach notification. In the PDPC’s response, it is proposed that organisations must:

(a) notify the affected individuals and PDPC if a data breach is ‘likely to result in significant harm or impact to the individuals to whom the information relates’; or

(b) notify the PDPC if there is a ‘significant scale of breach’ (but there will not be a statutory threshold as initially proposed).
The Cybersecurity Act also grants the Commissioner powers to investigate all cybersecurity threats and Incidents (not only those involving CIIs); for example, to obtain information (such as technical logs), and, in the event of serious cybersecurity threats and Incidents, to enter premises where relevant computer systems are located, access such computers, and scan computers for cybersecurity vulnerabilities. In addition, the Commissioner will be empowered to direct any person or organisation to take emergency measures and requirements to prevent, detect or counter any threat to essential services or the national security, defence, foreign relations, economy, public health, public safety or public order of Singapore.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

While there are no general restrictions with regards to voluntary sharing of information pertaining to an Incident, this is subject to sector-specific regulations and regulatory oversight which may constrain an organisation from sharing such information. If the information pertains to personal data, the organisation must comply with the PDPA in sharing such information. Additionally, organisations should not share information protected on the grounds of it being a national secret or which is prejudicial to national security, under the Official Secrets Act and Internal Security Act, respectively.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

The PDPA does not contain a mandatory notification obligation. However, the PDPC has issued non-binding guidelines recommending organisations to voluntarily notify affected individuals immediately if a data breach involves sensitive personal data. Note that ‘sensitive personal data’ is not defined under the PDPA, only ‘personal data’.

The PDPC is currently reviewing the PDPA, and has issued a public consultation (from 27 July 2017 to 21 September 2017) seeking feedback on its proposed amendments. One amendment relates to a mandatory data breach notification. It is proposed that organisations must notify the affected individuals and PDPC if a data breach is ‘likely to result in significant harm or impact to the individuals to whom the information relates’. Based on the PDPC’s response to the feedback, certain exemptions may apply to the notification requirement to affected individuals; for example, if notification is likely to impede investigations, or where the breached personal data is technologically protected.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No, the responses do not change, provided that any PDPA requirements are complied with if the information includes personal data.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

Regulators responsible for enforcing requirements are generally either sector-specific or subject matter-specific, including but not limited to:

<table>
<thead>
<tr>
<th>Sector/Subject Matter</th>
<th>Relevant Statute/Regulations</th>
<th>Regulators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cybersecurity</td>
<td>Cybersecurity Act, CMA</td>
<td>MCI, CSA</td>
</tr>
<tr>
<td>Personal Data</td>
<td>PDPA</td>
<td>PDPC</td>
</tr>
<tr>
<td>Penal Offences</td>
<td>Penal Code</td>
<td>Singapore Police Force (“SPF”)</td>
</tr>
</tbody>
</table>
| Sector-Specific Regulations| Banking and Financial Sector
Laws/Notices/Guidelines   | Monetary Authority of Singapore (“MAS”)         |
|                            | Telecommunications Act                         | Infocomm Media Development
Authority (“IMDA”)              |

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Penalties for failure to comply with any of the abovementioned requirements are dependent upon the respective statues, regulations or guidelines, for example:

- The PDPC has powers to issue directions and bring enforcement actions to ensure compliance with the PDPA. For example, the PDPC can impose a financial penalty of up to S$1 million.
- Under section 14 of the Cybersecurity Act, a CII owner who fails to notify the Commissioner of a prescribed cybersecurity Incident in respect of the CII within the prescribed period after becoming aware of such occurrence, shall be guilty of an offence and shall be liable on conviction to a fine not exceeding $100,000 or to imprisonment for a term not exceeding two years, or to both.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

The PDPC has taken an active role in ensuring action be taken against organisations which breach the PDPA. By way of example, on 21 April 2016, the PDPC imposed financial penalties of S$50,000 and S$10,000 on K Box Entertainment Group (“K Box”) and its data intermediary, Finantech Holdings, for failing to implement proper and adequate protective measures to secure its IT system, resulting in unauthorised disclosure of the personal data of 317,000 K Box members. K Box was also issued directions and penalised for the absence of a Data Protection Officer.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Apart from the PDPA requirement for all organisations to make
3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Financial services sector

Under the Technology Risk Management Notices, regulated financial institutions are required to notify the MAS as soon as possible, but not later than one hour, upon the discovery of a relevant Incident. Regulated financial institutions are required to submit a root cause and impact analysis report to the MAS, within 14 days or such longer period as the MAS may allow, from the discovery of the relevant Incident.

A ‘relevant Incident’ refers to a system malfunction or IT security Incident, which has a severe and widespread impact on the financial institution’s operations or materially impacts the financial institution’s service to its customers.

The MAS has also issued guidelines for financial institutions to mitigate cybersecurity risks, such as the Technology Risk Management Guidelines, Outsourcing Guidelines, Business Continuity Management Guidelines, and Bring-Your-Own-Device (“BYOD”) Circular.

In September 2018, the MAS issued a public consultation regarding the Notice on Cyber Hygiene, regarding MAS’ intention to issue a Notice on Cyber Hygiene, which prescribes a set of essential cybersecurity practices that financial institutions must put in place to manage cyber threats.

Telecommunications sector

The IMDA has formulated the Telecommunication Cybersecurity Code of Practice to enhance the cybersecurity preparedness for designated licensees. Besides security Incident management requirements, the Code includes requirements to prevent, protect, detect and respond to cybersecurity threats.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Failure by a company to prevent, mitigate, manage or respond to an Incident could amount to a breach of directors’ duties; for example, if the failure results from a director’s breach of their duty to act honestly and use reasonable diligence in the discharge of the duties of their office.

While not mandatory, the Code of Corporate Governance (“Code”) sets out best practices in relation to corporate governance principles. The Code of Corporate Governance is issued by the MAS, on recommendation by the Corporate Governance Council, and was last revised on 6 August 2018. Under Principle 9 ‘Risk Management and Internal Controls’, the board of directors is responsible for the governance of risk and should ensure that management maintains a sound system of risk management and internal controls, to safeguard the interests of the company and its shareholders.

In relation to financial institutions, the MAS has issued the Technology Risk Management Guidelines, which set out technology risk management best practices and recommend that, in view of the importance of the IT function in supporting a financial institution’s business, the board of directors and senior management should have oversight of technology risks and ensure that the organisation’s IT function is capable of supporting its business strategies and objectives. The board of directors and senior management should ensure that a sound and robust technology risk management framework is established and maintained. They should also be fully responsible for ensuring that effective internal controls and risk management practices are implemented to achieve security, reliability, resiliency and recoverability.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

There is currently no general requirement under Applicable Laws for all companies to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments; and (d) perform penetration tests or vulnerability assessments.

Nevertheless, there are sector-specific cybersecurity requirements. For example, in relation to financial institutions, the MAS Technology Risk Management Guidelines recommend that financial institutions devise an Incident response framework, perform risk assessments, as well as penetration tests and vulnerability assessments. The MAS Outsourcing Guidelines recommend that financial institutions conduct periodic risk assessments on outsourced service providers, and review and monitor the security practices and control processes of the outsourced service providers on a regular basis.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Companies are currently not subject to specific disclosure requirements in relation to cybersecurity risks or Incidents (whether to listing authorities, the market or otherwise in their annual reports).

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

Companies may be subject to specific cybersecurity requirements under sector-specific codes or guidelines, such as those set out in section 3 above.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

An Incident could give rise to claims in contract (for breach of contract) or tort (as set out under question 5.3 below). The PDPA provides for a right of private action, whereby any person who suffers loss or damage directly as a result of a contravention of certain Data Protection Provisions by an organisation shall have
a right of action for relief in civil proceedings in a court. In such a private action, the court may grant the plaintiff all or any of the following: (a) relief by way of injunction or declaration; (b) damages; and/or (c) such other relief as the court thinks fit.

Under the CMA, the court may order a person convicted of a CMA offence to pay compensation to any victim of the offence. This order will not prejudice the victim’s right to a civil remedy for the recovery of damages beyond the amount of compensation paid under the order.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

There have not been reported cases directly relating to civil actions brought in relation to Incidents.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

A party may face potential liability in tort in relation to an Incident; for example: if the Incident results from the party’s negligence; there is a breach of confidence; or there is a breach of statutory duties.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes. Organisations are permitted to take out insurance against Incidents. Often known as ‘cyber insurance’, such insurance may cover business interruption loss due to network security failure or attack, human errors, or programming errors, among others.

As this type of insurance is relatively novel in Singapore, it has been reported that the MAS and CSA have been working with industry partners and a Singapore university to research on cyber risk, security and insurance, so as to develop insurance schemes to protect citizens and businesses against cyber attacks.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

Currently, there are no regulatory limitations to insurance coverage against the specified losses, such as business interruption, system failures, cyber extortion or digital asset restoration.

Notwithstanding the above, the general rule of *ex turpi causa non oritur actio* applies to insurance contracts as it applies to contractual illegality. A person cannot rely on his own illegal act to make a claim against his insurance policy, nor benefit from his own criminal conduct. This is also contrary to public policy, since allowing the indemnification of such risks would be to encourage the commission of crimes, which would be wholly against public policy.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detecting, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

(a) Generally, the Applicable Law does not impose specific requirements on employers to monitor employees for the purposes of preventing, detecting, mitigating and responding to Incidents.

In relation to financial institutions, the MAS Technology Risk Management Guidelines recommend that, for accountability and identification of unauthorised access, financial institutions should ensure that records of user access are uniquely identified and logged for audit and review purposes. The MAS recommends that financial institutions should closely supervise staff with elevated system access entitlements and have all their systems activities logged and reviewed as they have the knowledge and resources to circumvent systems controls and security procedures.

In the non-binding Advisory Guidelines issued by the PDPC, which provide examples of security arrangements to protect personal data, the PDPC recommends restricting employee access to confidential documents on a need-to-know basis.

(b) There are no requirements under Applicable Law regarding the reporting of Incidents or potential Incidents by employees to their employers. However, it is to be noted that under the employment contracts or internal company policies, there may be such notification requirements imposed upon employees.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are currently no Applicable Laws which may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

CMA: computer misuse offences are investigated by the SPF. More specifically, within SPF’s Criminal Investigation Department, the Technology Crime Division conducts investigation and forensic examination into technology-related offences committed under the CMA. The SPF’s powers of investigation are set out under the Criminal Procedure Code (Cap. 63) (“CPC”).

PDPA: the PDPC can initiate investigations upon complaint or its own motion. It has the power to require relevant documents or information, and the power to enter premises without warrant as well as under warrant.

Internal Security Act (“ISA”): in the interest of Singapore’s national security, the ISA provides for the Government’s power to order preventive detention, and the power of police to search and seize subversive documents, among other powers.
Cybersecurity Act: the Act grants investigative powers to the Cybersecurity Commissioner (or any other cybersecurity officer upon his authorisation), and permits the exercise of powers necessary to determine the impact or potential impact of the cybersecurity threat or Incident.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Under section 40(2) of the CPC, for the purposes of investigating an arrestable offence, the Public Prosecutor may by order authorise a police officer or an authorised person to require any person, whom he reasonably suspects to be in possession of any decryption information, to grant him access to such decryption information as may be necessary to decrypt any data required for the purposes of investigating the arrestable offence. Failure to comply is an offence punishable by a fine not exceeding S$10,000 or to imprisonment for a term not exceeding three years, or to both.

Under the Cybersecurity Act, the Minister for Communications and Information has the power to issue directions to any person or organisation to take such measures, such as the exercise of powers referred to under section 40(2) of the CPC to require decryption information, as may be necessary to prevent, detect or counter any serious and imminent cyber threat to essential services, national security, defence, foreign relations, economy, public health, public safety or the public order of Singapore.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

At present, the current legal framework relating to cybercrime in South Africa is a hybrid of different pieces of legislation and the common law. Offences relating to cybercrime are primarily regulated under the Electronic Communications and Transactions Act 25 of 2002 (“ECT Act”).

It has been recognised in South Africa that the current hybrid legal framework relating to cybercrimes and cybersecurity (in particular the common law, which develops on a case-by-case basis) has not kept up with the dynamic nature of technology and international standards. Accordingly, in September 2015, the first draft Cybercrimes and Cybersecurity Bill (“Cybercrimes Bill”) was published in the South African parliament for comment. The most recent version of the Cybercrimes Bill [B6 of 2017] has recently been tabled in parliament but has not yet been promulgated into law.

The Cybercrimes Bill, once effective, will, inter alia, consolidate and codify numerous existing offences relating to cybercrime as well as create a variety of new offences which do not currently exist in South African law. The Cybercrimes Bill also deals with penalties for such cybercrime offences, provides for the powers of investigation, search, access and seizure in relation to prosecution of such offences, and regulates jurisdiction of the courts.

It is important to note that once the Cybercrimes Bill is in effect, it will repeal the relevant provisions in the ECT Act relating to cybercrime offences and cybersecurity.

We therefore set out the current legal framework below, as well as how this may differ under the pending legislation.

Hacking (i.e. unauthorised access)

Yes. Hacking is recognised as an offence under section 86(1) of the ECT Act, which states that it is an offence to intentionally access or intercept data without the appropriate authority of permission to do so. This also applies to unauthorised interference with data as contained in section 86(2) of the ECT Act. Under the ECT Act, the maximum penalty is a fine (unspecified) or imprisonment for a period not exceeding 12 months.

Under the Cybercrimes Bill, the offence of hacking is more broadly defined as it encompasses the unlawful and intentional access to data, a computer program, a computer data storage medium, or a computer system (section 2(1)). Under the Cybercrimes Bill, the maximum penalty is a fine (unspecified) or imprisonment for a period not exceeding five years (or both).

Denial-of-service attacks

Yes. Section 86(5) of the ECT Act states that any person who commits any of the acts described in sections 86(1)–86(4) with the intent to interfere with access to an information system so as to constitute a denial, including a partial denial, of service to legitimate users is guilty of an offence.

For the sake of completeness:

- section 86(1) – see discussion above in relation to hacking;
- section 86(2) – criminalises the unlawful intentional interference with data in a way which causes such data to be modified, destroyed or otherwise rendered ineffective;
- section 86(3) – makes it an offence to unlawfully produce, sell, offer to sell, procure for use, design, adapt for use, distribute or possess any device, including a computer program or a component, which is designed primarily to overcome security measures for the protection of data, or performs any of those acts with regard to a password, access code or any other similar kind of data with the intent to unlawfully utilise such item to contravene this section; and
- section 86(4) – makes it an offence to utilise any device or computer program mentioned in section 86(3) in order to unlawfully overcome security measures designed to protect such data from access thereto.

Under the ECT Act, the maximum penalty for contravening section 86(5) is a fine (unspecified) or imprisonment for a period not exceeding five years.

Phishing

Yes. Phishing is recognised as an offence under section 87(2) of the ECT Act, which provides that a person who commits any of the acts described in sections 86(1)–86(5) for the purpose of obtaining an unlawful advantage by causing fake data to be produced with an intent that it would be considered or acted upon as if it were authentic is guilty of offence. The maximum penalty under the ECT Act is a fine (unspecified) or imprisonment for a period not exceeding five years.

Phishing can also be prosecuted under the common law offences of theft and fraud. The maximum penalty imposed would depend on which court hears the case (which would depend on a variety of factors, the quantum of the claim being one). If the case is prosecuted in the Magistrate’s Court, the court can impose a fine or imprisonment for a maximum period of 15 years in terms of its penal jurisdiction.

Under the Cybercrimes Bill, the offence of hacking is more broadly defined as it encompasses the unlawful and intentional access to data, a computer program, a computer data storage medium, or a computer system (section 2(1)). Under the Cybercrimes Bill, the maximum penalty is a fine (unspecified) or imprisonment for a period not exceeding five years (or both).
Under the Cybercrimes Bill, there are separate offences for cyber fraud, cyber forgery and uttering and cyber extortion (sections 8, 9 and 10) which are broad enough to cover identity theft or fraud. A court which convicts a person of such an offence (where a penalty is not prescribed by any other law) can impose a sentence which the court deems appropriate and which is within that court’s penal jurisdiction.

**Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)**

Yes. See the discussion above in respect of denial-of-service attacks. Section 87(1) relating to computer-related extortion, fraud and forgery of the ECT Act is also relevant as it states that it is an offence to perform or threaten to perform any of the acts described in section 86, for the purpose of obtaining any unlawful proprietary advantage by undertaking to cease or desist from such action, or by undertaking to restore any damage caused as a result of those actions.

Under the ECT Act, the maximum penalty imposed for contravention of section 86(4) or 87 is a fine (unspecified) or imprisonment for a period not exceeding five years.

Under the Cybercrimes Bill, there are separate offences for unlawful acts (in respect of software or hardware tools), as well as unlawful interference with data, a computer program, a computer data storage medium or a computer system (which is construed broadly enough to specifically include malware).

Under the Cybercrimes Bill, the maximum penalty for contravention of these sections is a fine (unspecified) or imprisonment for a period not exceeding 10 years (or both).

**Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)**

Yes. See the discussion above in respect of denial-of-service attacks. Section 86(3) of the ECT Act is relevant and the maximum penalty which can be imposed for contravention of section 86(3) is a fine or imprisonment for a period not exceeding 12 months.

Under the Cybercrimes Bill, it is an offence under section 4(1) to unlawfully and intentionally possess, manufacture, assemble, obtain, sell, purchase, make available or advertise any software or hardware tool for purposes of contravening certain other section of the Cybercrimes Bill. The maximum penalty for contravention of this section is a fine (unspecified) or imprisonment for a period not exceeding 10 years (or both).

**Identity theft or identity fraud (e.g. in connection with access devices)**

Yes. Section 87 of the ECT Act (which deals with computer-related extortion, fraud and forgery) is relevant and criminalises the actions of a person who performs or threatens to perform any of the acts in section 86 for the purpose of obtaining any unlawful proprietary advantage, or obtaining any unlawful advantage by causing fake data to be produced with the intent that it be considered or acted upon as if it were authentic. If the offender uses an access device to breach certain security measures and then uses the data unlawfully, then the offender will have contravened section 87 and 86 of the ECT Act. As stated above, the maximum penalty imposed for contravention of section 87 is a fine (unspecified) or imprisonment for a period not exceeding five years.

Identity theft or fraud can also be prosecuted under the common law offence of “theft” or “fraud”. The sentencing jurisdiction would operate the same as discussed above in relation to “phishing”.

Depending on the nature of the offence, it may also be possible to prosecute identity theft or fraud as an infringement of copyright under copyright laws.

Under the Cybercrimes Bill, there are separate offences for cyber fraud, cyber forgery and uttering and cyber extortion (sections 8, 9 and 10) which are broad enough to cover identity theft or fraud. A court which convicts a person of such an offence (where a penalty is not prescribed by any other law) can impose a sentence which the court deems appropriate and which is within that court’s penal jurisdiction.

**Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)**

Yes. Electronic theft may constitute an offence under section 86(1) of the ECT relating to unlawful access to data (see the discussion above in relation to hacking). It can also be prosecuted under the common law offence of theft.

Breach of confidence by a current/former employee would be actionable as a common law delict (tort), but not necessarily as a criminal offence.

With regards to criminal copyright infringement, the Copyright Act 98 of 1978 makes provision for criminal penalties, including a fine (a maximum of R5,000 per infringement) and/or imprisonment of up to three years for a first conviction. The maximum fine and/ or imprisonment penalty for a second conviction is R10,000 and/ or five years.

See also the discussion above in relation to hacking with regards to the Cybercrimes Bill and electronic theft.

**Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data**

The ECT Act also criminalises attempting to commit any of the offences in the ECT Act or aiding and abetting those offences (section 88). The same penalties would apply as if the offence was successfully perpetrated.

Under the Cybercrimes Bill there are numerous new offences relating to “malicious communications”. For example, it will be an offence to disseminate a data message which advocates, promotes or incites hate, discrimination or violence against a person or group of persons.

“Revenge porn” will also constitute an offence under the Cybercrimes Bill (where a naked image of a person is shared electronically without their consent). The infringement of copyright (through the use of peer-to-peer file sharing) is also an offence under the Cybercrimes Bill.

**Failure by an organisation to implement cybersecurity measures**

Under the current legislative framework, there is no law which imposes a duty to implement cybersecurity measures on an organisation.

However, the Protection of Personal Information Act 4 of 2013 (“POPI Act”), which was promulgated in 2013 but which has not yet commenced, does contain obligations for responsible parties (data controllers) to implement reasonable technical and organisational measures to safeguard personal information in their possession or control against unauthorised access, which will likely involve cybersecurity measures. The POPI Act further imposes administrative fines as well as punitive penalties for infringement of its provisions.

The Cybercrimes Bill imposes extensive cybersecurity obligations on electronic communications service providers, financial institutions, payment system institutions and any company, entity or person who is declared by the Minister of State Security to own or control a critical information structure. The Cybercrimes Bill establishes various cybersecurity structures such as the 24/7 point of contact, the Cybersecurity Hub and nodal points to promote the reporting, investigation and prosecution of Incidents of cybercrime.
1.2 Do any of the above-mentioned offences have extraterritorial application?

Section 90 of the ECT Act lists the instances where South African courts will have extra-territorial jurisdiction in respect of cyber-related offences. This includes where the offence was committed in South Africa, where any preparatory act towards the offence was committed in South Africa, where the offence was committed by a citizen, resident or person carrying on business in South Africa or where the offence was committed on board any ship or aircraft registered in South Africa or on a voyage or flight to or from South Africa at the time the offence was committed.

Under the Cybercrimes Bill, the extraterritorial jurisdiction provisions are more extensive and even where an offence is committed outside of South Africa, a South African court will have jurisdiction if the person charged: is a citizen or ordinary resident of South Africa, was arrested in South Africa (or onboard a vessel registered in South Africa); or is a company or body of persons incorporated or registered in South Africa. An offence shall also be deemed to have been committed in South Africa under the Cybercrimes Bill if the act or commission affects or is intended to affect any person in South Africa or the perpetrator is found to be in South Africa; or if the perpetrator is not extradited by South Africa.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

There are no provisions in the ECT Act which deal with exceptions or mitigation of sentences. This would need to be considered by a court on a case-by-case basis.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Certain terrorism offences may arise in relation to cybersecurity or an Incident. South Africa does have in place legislation criminalising acts of terrorism, but it is broad enough to cover a multitude of scenarios. The offence of treason is a common law offence and defined as “any conduct unlawfully committed by a person owing allegiance to a state with the intention of: (i) overthrowing the government of the Republic; (ii) coercing the government by violence into any action or inaction; (iii) violating, threatening or endangering the existence, independence or security of the Republic; and (iv) changing the constitutional structure of the Republic”. The offence of treason may therefore also be construed broadly enough to include an Incident. We are not aware of any specific prosecutions in the cybersecurity context.

Under the Cybercrimes Bill, there is a new offence which relates to computer-related terrorist activity as the propagation of terrorist activities to recruit new members, disseminating information on how to make bombs or weapons, online co-ordination of terrorist attacks and any activity aimed at causing destruction, destabilisation or threatening national or international security.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybercrimes, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The legislative frameworks in South Africa that are relevant to cybersecurity are set out below:

- The right to privacy is enshrined in section 14 of the Constitution of South Africa, 1996 and states that “everyone has the right to privacy, which includes the right not to have their privacy of their communications infringed”.
- In order to give effect to the right to privacy, the POPI Act was promulgated. The POPI Act is data protection legislation primarily modelled on the EU general data protection laws. Importantly, it establishes the Information Regulator and confers various powers, duties and functions including monitoring and enforcing compliance by public and private bodies and handling complaints in respect of contraventions of the POPI Act. It also establishes a comprehensive compliance framework and places cybersecurity obligations on responsible parties to secure the integrity and confidentiality of personal information in its possession or control by taking appropriate, reasonable technical and organisational measures to prevent unlawful access. The substantive provisions of the POPI Act are not yet in effect. The commencement date of the POPI Act is imminent.
- The ECT Act, as discussed in section 1 above, regulates electronic communications and transactions and is the primary legislation currently in force which criminalises cyber-related offences.
- The Cybercrimes Bill, as discussed in section 1 above, which is not yet in force, aims to consolidate and put in place a comprehensive cybersecurity framework and provides for the criminalisation of a broad range of cyber-related crimes.
- The Regulation of Interception of Communications and Provision of Communications-related Information Act 70 of 2002 (“RICA”) regulates the interception and monitoring of direct and indirect communications. RICA contains exceptions relating to where interception and monitoring takes place with the consent of the parties involved or where it is carried out by law enforcement personnel.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

There is no legislation in force which specifically relates to cybersecurity requirements applicable to critical infrastructure at present. However, the Cybercrimes Bill (sections 58–60) will put in place measures to designate national critical information infrastructures and the mechanisms established to deal exclusively with the protection of such critical infrastructure. Information infrastructures will be declared as national critical information infrastructures if it appears that the information is of such a strategic nature that the interference, damage or loss thereof may prejudice state security, public health, the
rendering of essential services, economic stability or create a public emergency. There are procedures which the Minister of Security must follow before information infrastructures can be declared critical.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Once the POPI Act comes into operation, the responsible party (similar to data controller) will be required to take appropriate reasonable technical and organisational measures to prevent unlawful access to personal information in its possession or control (section 19). This obligation will include taking measures to monitor, detect, prevent or mitigate Incidents. As the POPI Act is not yet in effect, the Information Regulator has not published any regulations or guidance on what measures are required to be taken.

The King IV Report on Corporate Governance for South Africa – 2016 ("King IV") is a set of voluntary principles in the area of corporate governance. Companies listed on the Johannesburg Stock Exchange are, however, required to comply with King IV by law. In particular, King IV has a specific focus on the oversight of information and technology management. The board of the company is specifically tasked to make sure it proactively monitors cyber Incidents and ensure that it has systems and processes in place from a cybersecurity perspective.

The Cybercrimes Bill also places obligations on electronic communication service providers (which includes financial institutions and any entity or person who is declared by the Minister of State Security to own or control a critical information structure) which become aware that its electronic communications network is being used to commit an offence to immediately report the matter in the prescribed manner to the South African Police Services and preserve all information/evidence that will be relevant to the investigation of the offence.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Not at this stage, as the provisions of the POPI Act are not yet in force. The Cybercrimes Bill has also not been promulgated into law yet.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Under current law, there is no duty to report Incidents to a regulatory or other authority.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

There is no prohibition under current laws which would prevent organisations from voluntarily sharing information relating to Incidents with regulatory authorities in South Africa or outside of South Africa, provided such information is not subject to confidentiality restrictions, deemed classified or otherwise restricted. The POPI Act is, however, not yet in operation, so the Information Regulator has not published any regulations or guidance on this issue.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

Yes, see the answer to question 2.5 above.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

At this stage, the reporting and notification obligation under the POPI Act will only apply to the extent that the Incident involves personal information. IP addresses and email addresses may constitute personal information. Once the POPI Act comes into operation, the Information Regulator may also publish regulations or exemptions on this issue.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

Under the POPI Act, the Information Regulator (http://www.justice.gov.za/inforeg/) is responsible for enforcing the requirements. Under the Cybercrimes Bill, the following authorities are relevant:

- the South African Police Services;
- the State Security Agency; and
- the National Prosecuting Authority.
2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

The Information Regulator may impose administrative fines on responsible parties to a maximum of R10 million. Depending on the offence, the POPI Act also provides for fines and imprisonment not exceeding 10 years.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

The POPI Act and Cybercrimes Bill are not yet in force and accordingly no enforcement action has been taken. Once the POPI Act comes into force, there will be a grace period of one year (which may be extended for up to three years) for responsible parties to comply with the provisions of the POPI Act.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

While there are no strict legal requirements under Applicable Laws which require different business sectors to address cybersecurity differently, certain sectors such as financial services (in particular banks and insurers who hold licences) tend to be more incentivised to avoid the cost and reputational impact of Incidents. As the POPI Act has been promulgated (but not yet effective) for a few years now, many organisations’ cybersecurity practice is driven not just by “compliance” but also promoting good business practices. Once the POPI Act comes into force, the Information Regulator may publish industry-specific Codes of Conduct for different business sectors.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

No, not at present.

However, the Cybercrimes Bill will place obligations on electronic communication service providers (which includes financial institutions and any entity or person who is declared by the Minister of State Security to own or control a critical information structure) which become aware that its electronic communications network is being used to commit an offence to immediately report the matter in the prescribed manner to the South African Police Services and preserve all information/evidence that will be relevant to the investigation of the offence.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

See the discussion above under question 2.3 relating to King IV, which places obligations on the board of directors of the company to make sure it proactively monitors cyber Incidents and ensure that it has systems and processes in place from a cybersecurity perspective. While the principles in King IV are voluntary (except for listed companies), failure by a company to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties both under the common law and the Companies Act 71 of 2008 (“Companies Act”).

Under the common law, a breach of fiduciary duties may apply, and the director can be held liable for any losses, damages or costs. Section 76 of the Companies Act sets out standards of directors conduct and that a director must always act in good faith, for a proper purpose, in the best interest of the company and with a degree of reasonable care, skill and diligence. Failure to prevent, mitigate, manage or respond to an Incident may amount to a breach of directors’ duties under the Companies Act.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

No, there are no Applicable Laws which require companies to satisfy any of the specific requirements above. However, see the discussion above under question 2.3 relating to King IV, which places obligations on the board of directors of the company to make sure it proactively monitors cyber Incidents and ensures that it has systems and processes in place from a cybersecurity perspective.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

There are no additional requirements other than what has been set out under questions 2.5 and 2.7 above.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

No, there are no other specific requirements.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

There are a variety of civil actions which may be brought in relation to an Incident; the most relevant would probably be a claim for compensation (or damages) under a delictual action (action lex aequitatis - similar to tort). The claimant would need to claim against the organisation or individual which caused the Incident. In order to be entitled to compensation in damages, the claimant would need to prove: (i) a wrongful act or omission (i.e. the Incident); (ii) caused by negligence/fault/breach of duty of care; and (iii) actual monetary loss on the part of the claimant.
It is also conceivable that an Incident would, depending on the circumstances, give rise to a claim for breach of contract where the particular Incident constituted a breach of contract between the parties.

Section 99 of the POPI Act also provides for civil remedies in terms of which a data subject or the Information Regulator may institute a civil action for damages against a responsible party for breach of the provisions of the POPI Act (as referred to in section 73) whether or not there is intent or negligence on the part of the responsible party.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

As far as we are aware, there have not been any specific cases in relation to Incidents brought in South Africa.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Yes; see the answer to question 5.1 above.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, although this is still relatively new in South Africa and the market has been slow to take up cyber-risk insurance cover (because South Africa has been slow in promulgating its data protection and cybersecurity legislation). Typically, this sort of insurance would cover business interruption, system failures, cyber extortion, etc.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

No, there are no regulatory limits on what the insurance policy can cover. The general rules of insurance would apply.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

No, there is no legislation which requires the monitoring of employees for the purposes of preventing, detecting, mitigating and responding to Incidents. Monitoring of employees’ use of email and internet access, for example, will involve the processing of personal information and therefore the POPI Act (once effective) will apply.

RICA regulates the interception and monitoring of direct and indirect communications. RICA contains exceptions relating to where interception and monitoring takes place with the consent of the parties involved or where it is carried out by law enforcement personnel.

While there are no specific laws which place a duty on employees to report cyber risks, security flaws, Incidents or potential Incidents to their employers, once the POPI Act comes into effect it is likely that the employee (in the capacity of an operator) will have to notify the responsible party immediately if there are reasonable grounds to believe that the personal information of a data subject has been accessed by an unauthorised person.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There are no Applicable Laws which may prevent or limit the reporting of Incidents by an employee. For whistle-blowers, the employee would need to satisfy the whistleblowing provisions in the Protected Disclosures Act 26 of 2000, one of which is that the subject matter of the disclosure falls into one or more categories. The categories include criminal offences and breach of a legal obligation, which may be appropriate for Incidents, although may not be wide enough to cover security flaws or mere risks.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Currently, the South African Police Services has general law enforcement and investigatory powers to investigate an Incident. The Criminal Procedure Act 51 of 1977 sets out the procedure to be followed by the South African Police Services when investigating a criminal offence.

The POPI Act grants broad powers to the Information Regulator to, inter alia, commence an investigation at their own initiative, summon people to appear before it and give evidence, enter and search any premises, conduct interviews, carry out enquiries as the Information regulator sees fit and refer complaints to other bodies.

The Cybercrimes Bill establishes procedures which specifically cater for the investigation of cyber-related offences. The Cybercrimes Bill confers extensive powers to law enforcement authorities and other investigators in respect of access, search and seizure of articles involved in the commission of an offence. It also establishes a 24/7 point of contact and mutual legal assistance in the arena of cybercrimes (different law enforcement agencies working together to facilitate enforcement and compliance). The Cybercrimes Bill also authorises the President of South Africa to enter into agreements with foreign states for the provision of mutual assistance and co-operation relating to the investigation and prosecution of cyber-related offences.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There are no such requirements under the Applicable Laws.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)

Yes, according to the Swedish Penal Code, hacking (intentionally giving oneself unauthorised access to electronic information) is considered a data breach (Sw. Dataintrång). The penalty for data breach is either a fine or a maximum of two years in prison. Serious offences of data breach are punishable with at least six months in prison but no more than six years.

The Swedish Supreme Court found a police officer guilty of a data breach and sentenced the police officer to a fine. The police officer used the Swedish police’s internal IT system to search for himself with the purpose of finding out whether any information was registered about him or not. The police officer had proper access to the systems for other purposes, but no authorisation to carry out such a search.

Denial-of-service attacks

Yes, according to the Swedish Penal Code, denial-of-service attacks (intentionally causing a severe disturbance or hindering access to electronic information) is considered a data breach. The penalty for data breach is either a fine or a maximum of two years in prison. Serious data breach offences are punishable with at least six months in prison but no more than six years.

The Swedish Court of Appeal sentenced a man to imprisonment for shutting down the websites of two major banks in Sweden for a duration of 45 minutes by using denial-of-service attacks. Due to the offender’s age, the imprisonment was changed to a conditional sentence.

Phishing

Phishing is covered by the provision on fraud in the Swedish Penal Code. The penalty for the crime is either a fine or a maximum of two years in prison. Serious offences of fraud are punishable with at least six months in prison but no more than six years.

The District Court of Malmö sentenced four persons to imprisonment for sending emails imitating email communication from banks. The emails caused some recipients to provide their payment information to the fraudsters in the belief that they communicated with the bank.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

The Swedish Court of Appeal has ruled that the installation of a program on an IT system without permission is not a crime in itself. If the installation is harming or disturbing electronic information on the computer on which it is installed, the prerequisites for data breach are met according to the Swedish Penal Code. The penalty for data breach is either a fine or a maximum of two years in prison. Serious offences of data breach are punishable with at least six months in prison but no more than six years.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

The mere possession of hacking tools is not criminalised in Sweden but preparation for a data breach is considered a crime according to the Swedish Penal Code. The penalty for the crime is a fine or a maximum of two years in prison. A preparation for a serious data breach offence is punishable with at least six months in prison but no more than six years.

The Swedish Copyright Act prohibits the use, development, marketing and possession of technical instruments, components and services whose purpose is to gain unauthorised access to material protected by copyright.

Furthermore, the Swedish Act on Decoding prohibits the use, development, marketing and possession of hardware and software which is designed to be used for decoding the services defined in the aforementioned law (e.g. radio and TV broadcasting to the public).

Identity theft or identity fraud (e.g. in connection with access devices)

Yes, identity theft and identity fraud are crimes according to the Swedish Penal Code. The penalty for the crime is either a fine or a maximum of two years’ imprisonment.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Copyright infringement is regulated by the Swedish Copyright Act. The penalty for copyright infringement is either a fine or a maximum of two years in prison. The Swedish Supreme Court sentenced a man to imprisonment (which was later changed to a fine) for making available 125 movies and TV series to the public without the rightsholders’ permission. The movies and TV series were shared online through torrent files.

It is not a criminal offence if a current or former employee is disclosing information subject to confidentiality which is imposed on the employee by a contract between him/her and the employer. Certain categories of work are subject to statutory confidentiality (e.g. lawyers and doctors). For example, a lawyer is not allowed to...
 disclose information regarding his clients according to the Swedish Code of Judicial Procedure (Sw. Rättegångsbalken). According to the Swedish Penal Code, disclosure of information subject to statutory confidentiality is punishable with a fine or a maximum of one year in prison.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Further to what is mentioned above, it can be noted that destroying or causing damage to physical equipment such as computers, servers and transmitters would in general be considered acts of damage to property (Sw. skadegörelse), which is criminalised under the Swedish Penal Code and sanctioned by up to two years’ imprisonment. Where such equipment is of importance to national security, the legal system, public order or administration, the destruction or damaging thereof may be considered to be sabotage according to the Swedish Penal Code. The penalty for sabotage is either a fine or a maximum of two years in prison. Serious offences are punishable with at least six months in prison but no longer than six years.

Failure by an organisation to implement cybersecurity measures

Applicable data protection and telecoms law contains provisions addressing the failure to implement security measures regarding processing of personal data and keeping IT systems secured. Such failure is usually punished by a regulatory fine. In the context of criminal law, the Swedish Penal Code does not criminalise the failure by an organisation to implement cybersecurity measures.

1.2 Do any of the above-mentioned offences have extraterritorial application?

First, it shall be noted that double criminality applies in Sweden. In order for a crime committed abroad to be punishable in Sweden, it also needs to be criminalised in the country where it is perpetrated (with some exceptions). Consequently, according to the Swedish Penal Code, extraterritorial application regarding data breach applies if the offence is carried out by a Swedish citizen or a foreigner living in Sweden and the act is also criminalised in the country where it is carried out. Swedish law also applies if a crime that can be punishable with more than six months in prison has been carried out abroad by a foreigner who does not live in Sweden, but is located in the country.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

According to the Swedish Penal Code, a penalty can be mitigated if the offender can prove that he/she tried to reduce or hinder the offence.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Hacking can be considered a terrorism offence if the act has the potential to cause severe damage to a country or an IGO and the intention of the act is to (i) create serious fear amongst a group of people, (ii) force a government or an IGO to act in a way preferred to the party carrying out the hacking, or (iii) cause serious destabilisation or destroy constitutional, political, economical or social structures of a state or an IGO. The penalty for the crime is a minimum of two years in prison with the maximum of a life sentence.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

| The processing of personal data is regulated by the EU General Data Protection Regulation (GDPR). |
| The processing of personal data by governmental agencies regarding prevention, investigation, prosecution and the like is regulated by the Swedish Act on Processing of Personal Data Relating to Criminal Offences (Sw. Brottdatalagen). |
| Criminal offences (e.g. hacking, denial-of-service attacks, phishing, etc.) is subject to the Swedish Penal Code (Sw. Brottsbalken). |
| Copyright infringement is governed by the Swedish Copyright Act (Sw. Lag om upphovsrätt till litterära och konstnärliga verk). |
| Decoding of radio and TV is regulated by the Swedish Act on Decoding (Sw. Avkodningslagen). |
| Terrorism offences in the context of cybersecurity are regulated by the Swedish Act on Criminal Responsibility for Terrorist Offences (Sw. Lag om straff för terroristbrott). |
| The Swedish Act on Electronic Communication regulates the providers of electronic communications (Sw. Lag om elektronisk kommunikation). |
| The Directive on Security of Network and Information Systems (NIS) is implemented in Sweden as the Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services and regulates providers of services critical for infrastructure and the security of their IT systems (Sw. Lag om informationssäkerhet för samhällsviktiga och digitala tjänster). |
| The Swedish Act on Payment Services (Sw. Lag om betaltjänster). |

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The requirements under the Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services are not in excess of the requirements of the NIS Directive. The abovementioned act applies to legal entities who provide services critical for infrastructure (e.g. banks and health services). The purpose of the legislation is to harmonise and improve the security of the providers of essential services and their IT systems throughout the EU.
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The GDPR puts obligations on data controllers to implement appropriate technical and organisational measures when processing personal data. Not all of these measures are explicitly defined but include requirements to monitor, detect, prevent and mitigate Incidents.

The Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services requires providers of services critical for infrastructure to implement appropriate and proportionate technical and organisational measures regarding their IT systems. Not all of these measures are explicitly defined but include requirements to monitor, detect, prevent and mitigate Incidents.

The Swedish Act on Electronic Communication puts obligations on electronic service providers to implement appropriate technical and organisational measures regarding the services they provide. Not all of these measures are explicitly defined but include requirements to monitor, detect, prevent and mitigate Incidents.

The Swedish Act on Payment Services ensures that providers of payment services must implement technical and organisational measures to ensure the safety of money transactions. As with previously mentioned laws, no explicit definitions of the measures are present but include requirements to monitor, detect, prevent and mitigate Incidents.

Governmental authorities shall follow the regulations drafted by the Swedish Civil Contingencies Agency. The regulations include, for example, drafting security policies and documenting security actions taken.

To date, no issues regarding conflict of laws have been brought to attention. The GDPR and the Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services may apply at the same time but regulate different aspects. Electronic service providers subject to the Swedish Act on Electronic Communication have been explicitly excluded from the scope of the Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services.

Criminal offences regarding data breaches are subject to the Swedish Penal Code, which does not interfere with applicable data protection law.

Data controllers subject to the GDPR are obliged to notify the Swedish Data Protection Authority without undue delay when becoming aware of a personal data Incident that is not considered to be of minor importance. The notification must include a description of the nature of the Incident (e.g. number of affected individuals and categories of data subjects). The data controller also needs to communicate its contact details, likely consequences of the personal data breach and describe measures taken/proposed to be taken to address the data breach (including appropriate measures to mitigate possible adverse effects).

The Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services requires providers of services critical for infrastructure (e.g. banks and health services) to report Incidents to the Swedish Civil Contingencies Agency without undue delay. Provisions explicitly defining what information an Incident report shall include are to be set out in the regulations set by the supervisory authority.

The Swedish Act on Electronic Communication puts obligations on electronic service providers to notify severe interruptions to the Swedish Post- and Telecom Authority without undue delay. The provider shall notify the Swedish Post- and Telecom Authority within 24 hours of an integrity Incident being discovered. An Incident is defined as an unlawful destruction, loss or change of, or unlawful disclosure or access to, information. The provider must also notify affected subscribers with information (for example, when the Incident occurred, recommended measures, contact details).

The Swedish Act on Payment Services obligates providers of payment services to report Incidents in their operations to the Swedish Financial Supervisory Authority. The notifications shall be sent without undue delay. The providers shall also notify affected individuals. The notification must include information about the Incident and how to mitigate the damage.

As a general rule, the Principle of Public Access to Official Records (Sw. Offentlighetsprincipen) gives individuals the right to request and access documents received by a governmental agency. Upon such request, the Swedish Data Protection Authority carries out a test whether the Incident report is subject to confidentiality or not. To date, the Swedish Data Protection Authority has not granted any requests regarding making an Incident report public.

Organisations are permitted to voluntarily share information with regulatory and/or other authorities and organisations, subject to...
compliance with any secrecy restrictions which may apply under law. If the information includes personal data, the GDPR applies.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

According to the GDPR, data controllers shall communicate the personal data breach to the data subject without undue delay if the personal data breach is likely to result in a high risk to the rights and freedoms of the affected natural persons.

Subscribers to electronic services affected by an Incident have the right to be informed by the service provider without undue delay according to the Swedish Act on Electronic Communications. The Swedish Act on Payment Services puts obligations on providers of payment services to report Incidents to the users of the payment services if there is a risk that their transactions may be affected.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

Any information relating to an identified or identifiable person constitutes personal data which needs to be processed in accordance with the GDPR. Therefore, a data controller is not permitted to communicate information regarding a data breach without, e.g., a legal ground and purpose.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The GDPR authorises the Swedish Data Protection Authority to monitor and enforce the application of the GDPR. This includes many different tasks such as conducting investigations, promoting public awareness, handling complaints and giving advice.

The Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services stipulates that the Swedish Civil Contingencies Agency shall carry out supervision to ensure that providers of services critical for infrastructure (e.g. banks and health services) abide by the security measures that the law prescribes.

The Swedish Act on Electronic Communication states that the Swedish Post- and Telecom Authority is responsible for monitoring electronic service providers' compliance with the law.

The Swedish Act on Payment Services authorises the Swedish Financial Supervisory Authority to carry out supervision regarding providers of payments services.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

The GDPR prescribes that a failure to report an Incident involving personal data and/or to implement appropriate technical and organisational measures can result in a fine. The fine varies depending on the infringement and can under certain circumstances amount to either 10,000,000 euros or 2% of the data controller’s total worldwide annual turnover of the preceding financial year, whichever is higher.

The Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services prescribes that failure to comply with the law will result in a fine starting at a minimum of 5,000 SEK up to a maximum of 10,000,000 SEK.

Not complying with the Swedish Act on Electronic Communication can result in a fine or a maximum of six months in jail. Legal entities violating the law shall pay damages to the injured party.

A violation of the Swedish Act on Payment Services can result in a fine starting at a minimum of 5,000 SEK up to a maximum of 50,000,000 SEK.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

The Swedish Data Protection Authority initiated its first investigations in June 2018 to verify compliance with the GDPR among companies in Sweden and has not reported any findings yet.

However, companies have been subject to measures before the entry into force of the GDPR. The Swedish Data Protection Authority forced a large debt collection company to introduce more mechanisms to ensure a higher level of safety for the personal data processed by the company. The company appealed against the decision but lost.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Companies and organisations can implement standards such as ISO 27002:2013 and NIST 800-88 to ease the process of regulatory compliance. These standards are not mandatory, and it is hard to draw any general conclusion about which business sectors are more likely to implement such standards. The financial and telecom sectors are more regulated than other business areas.

The Swedish Standards Institute (SSI) is a part of the European Committee for Standardization. SSI provides standards to its members and always adopts the European standard. Currently 1,300 companies, agencies and organisations are members.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

The Swedish Financial Supervisory Authority drafts regulations and guidelines regarding the financial sector. According to the regulations, the affected companies shall have a structure and management for IT security involving, for example, physical security measures, reporting systems and control of access to information.

The GDPR put obligations on data controllers to implement appropriate technical and organisational measures when processing personal data. Not all of these measures are explicitly defined but include requirements to monitor, detect, prevent and mitigate Incidents.
The Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services requires providers of services critical for infrastructure to implement appropriate and proportionate technical and organisational measures regarding the systems they use. Not all of these measures are explicitly defined but include requirements to monitor, detect, prevent and mitigate Incidents.

The Swedish Act on Electronic Communication puts obligations on service providers to implement appropriate technical and organisational measures regarding the services they provide. Not all of these measures are explicitly defined but include requirements to monitor, detect, prevent and mitigate Incidents.

The Swedish Act on Payment Services ensures that providers of payment services must implement technical and organisational measures to ensure the safety of money transactions. As with the previously mentioned laws, no explicit definitions of the measures are present but include requirements to monitor, detect, prevent and mitigate Incidents.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

There are no such obligations for directors. Anyone who is in breach of the laws mentioned in question 3.2 can be held responsible and charged with a fine. Violations of the Swedish Act on Electronic Communication can result in imprisonment if the breach is carried out by an individual.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

The GDPR, the Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services and the Swedish Act on Electronic Communications all require but do not define technical and organisational measures. The technical measures required would likely be assessed based on market standard and best practice, and might include that service providers of critical infrastructure have to carry out penetration tests in order to be compliant with the Swedish Act on Information Security Regarding Providers of Critical Infrastructure and Digital Services. It is also possible that organisational measures include that a data controller must establish a written Incident response plan in order to be compliant with the GDPR.

However, no applicable law explicitly places obligations on private or listed companies to, e.g., designate a CISO.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Listed companies are required to disclose any information (regardless of whether it derives from a cybersecurity breach or not) that may affect the price of the company shares according to the Swedish Act on Markets for Financial Instruments (Sw. Lag om värdepappersmarknaden) and soft law (Sw. Regelverk för emittenter NASDAQ Stockholm).

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cyber security?

There are no explicit obligations under law placed upon private or listed companies regarding cybersecurity in Sweden. Listed companies are subject to soft law (Sw. Svensk kod för bolagsstyrelsen), which states that the board of directors in a listed company should have the competence to manage the company with integrity and efficacy. Therefore, one can expect a listed company to implement satisfactory measures for ensuring a reasonable level of IT security.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

A person or a company is able to seek monetary remedies in court for data breaches occurring from a contractual relationship. Such breaches and the consequences thereof are often regulated in the agreement between the parties.

Data subjects may file a lawsuit against a data controller for processing personal data without legal grounds, transferring personal data to a third party without prior permission, or not assisting the data subject to exercise its data subject rights according to the GDPR. Such violations can result in damages to the data subject. The data subjects are also able to claim for a declaratory judgment regarding its own rights (e.g. the right to be forgotten).

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

Private litigation regarding cybersecurity is uncommon in Sweden. In 2013, a plaintiff was awarded damages of 3,000 SEK by the Supreme Court in a civil case regarding the publication of a judgment on a public website. The publication was found to violate the plaintiff’s personal integrity according to current data protection legislation.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

The Swedish Tort Liability Act (Sw. Skadeståndslagen) is subsidiary to other laws and hence where the GDPR regulates the data subjects’ right to monetary damages, this will apply instead. The act is also dispositive in a contractual context, i.e. parties to a contract are free to regulate the consequences of an Incident differently between themselves.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

It is possible to take out insurance against claims from third parties due to a data breach. Fines imposed by regulatory authorities might
be possible to insure against, but the legal situation is not clear. The nature of the fine (e.g. punitive or not) and the conduct (e.g. mere negligence, gross negligence or intent) are factors that need to be considered.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

No. However, it is unclear whether it is possible to insure yourself against regulatory fines or not.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

If the monitoring of the employees constitutes processing of personal data, the GDPR applies. The relationship between an employee and an employer is considered to have an inherent imbalance of power and therefore an employee is normally considered not to be able to freely consent to monitoring. Instead, the employer will need to ensure that such supervision is based on an alternative legal ground.

Due to the duty of loyalty arising from the employment contract, an employee may have to report Incidents to the employer.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

The Swedish Act on Whistleblowing (Sw. Lag om särskilt skydd mot repressalier för arbetstagare som slår larm om allvarliga missförhållanden) offers protection to employees disclosing information on severe misconduct in the workplace or in the employer’s business. Severe misconduct aims at acts which would be punishable with imprisonment or equivalent offences. If the information is obtained through a criminal offence according to the Swedish Penal Code (e.g. hacking), the employee is not protected against reprisals.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

If the Incident is a criminal offence according to the Swedish Penal Code (or constitutes imprisonment), the Swedish Police and the Swedish Security Service have the authorisation to investigate. The latter is more usual regarding terrorism offences.

Incidents regarding personal data are subject to the Swedish Data Protection Authority. If the Incident is affecting the IT systems of providers of critical infrastructure, the Swedish Civil Contingencies Agency is the investigating power.

The Swedish Post- and Telecom Authority is responsible for investigating service providers who fail to report Incidents.

The Swedish Financial Supervisory Authority is authorised to investigate crimes regarding the Swedish Act on Payment Services.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Providers of electronic communication services are obligated upon request from law enforcement authorities to provide personal data if there is a suspicion of serious crime. The ECJ ruled in the Joined Cases C-203/15 and C-698/15 that such a request for disclosure shall be subject to preliminary review by a court or an independent administrative authority.
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Hacking (i.e. unauthorised access)

Hacking can constitute a criminal offence in Switzerland. Pursuant to Article 143<sup>st</sup> of the Swiss Criminal Code (SCC), any person who obtains unauthorised access by means of data transmission equipment to a data processing system that has been specially secured to prevent such access is liable on complaint to a custodial sentence not exceeding three years or to a monetary penalty. If the hacker for his own or for another’s unlawful gain obtains specially secured data which is not intended for him, he is liable, according to Article 143 SCC, to a custodial sentence not exceeding five years or to a monetary penalty.

In its decisions BGer 6B.615/2014 and 6B.456/2007, the Swiss Federal Supreme Court held that unauthorised access to another person’s password-protected email account falls under the scope of the “hacking offence”. In 2016, several hackers and persons threatening to hack IT systems of banks, universities and private enterprises could have been identified and arrested in Switzerland or abroad with the help of mutual legal assistance from foreign authorities.

Denial-of-service attacks

Denial-of-service attacks can constitute a criminal offence in Switzerland. Pursuant to Article 144<sup>th</sup> SCC, any person who without authorisation alters, deletes or renders unusable data that is stored or transmitted electronically is liable on complaint to a custodial sentence not exceeding three years or to a monetary penalty. Moreover, data can also be regarded as rendered unusable if such data still exists but is temporarily inaccessible for authorised users, e.g. due to a denial-of-service attack.

Moreover, depending on the modus operandi of the individual case, the following further criminal provisions can be applicable in the context of denial-of-service attacks:

- extortion (Article 156 SCC) – penalty: a custodial sentence not exceeding five years; or a monetary penalty;
- coercion (Article 181 SCC) – penalty: a custodial sentence of up to three years; or a monetary penalty;
- misuse of a telecommunications installation (Article 170<sup>septies</sup> SCC) – penalty: a fine upon complaint; and
- obstructing, disrupting or endangering the operation of a telecommunication service or utility provider (Article 239 SCC) – penalty: a custodial sentence of up to three years; or a monetary penalty.

Phishing

Depending on the individual design and purpose of a phishing mail or website, such phishing can constitute the following criminal offences:

- fraudulent use of a trademark or a copyright-protected work (Article 62 of the Swiss Trade Mark Protection Act, Article 67 of the Swiss Copyright Act);
- forgery of a document (Article 251 SCC); or
- computer fraud: unauthorised use of data and the transferring of financial assets through phishing (Article 147 SCC), each of which is punishable by a custodial sentence not exceeding five years, or by a monetary penalty if committed for commercial gain.

Furthermore, in phishing cases, the criminal offence of money laundering (Article 305<sup>th</sup> SCC), with a penalty of a custodial sentence not exceeding three years or a monetary penalty, can be part of the accusation (see the decision by the Swiss Federal Criminal Court, BG.2011.43).

The Office of the Attorney General of Switzerland has reported that, from 2012 to 2016, 455 criminal complaints with regard to phishing were filed by banks, authorities and private persons. Many cases were closed without an outcome due to lack of evidence or offenders remaining unidentified. Other cases, especially those involving requests for mutual legal assistance from foreign authorities, are still pending.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

Such infections can be covered by Article 144<sup>th</sup> SCC, prescribing that whoever alters, deletes or renders unusable data that is stored or transmitted electronically is liable on complaint to a custodial sentence not exceeding three years or to a monetary penalty (“virus offence”).

Especially in connection with ransomware attacks, the following further criminal provisions can be applicable:

- fraud for commercial gain (Article 146 SCC) – penalty: a custodial sentence not exceeding 10 years; or a monetary penalty of not less than 90 daily penalty units;
- extortion (Article 156 SCC) – penalty: a custodial sentence not exceeding five years; or a monetary penalty; and
- money laundering (Article 305<sup>th</sup> SCC) – penalty: a custodial sentence not exceeding three years; or a monetary penalty.
Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

While the mere possession of hacking tools is not illegal, the provision or use of hacking tools can constitute a criminal offence. According to Article 144bis paragraph 2 SCC, whoever manufactures, imports, markets, advertises, offers or otherwise makes accessible programs that will be used to alter, delete or render unusable data without authorisation is liable to a custodial sentence of up to three years or to a monetary penalty. In its decision BGE 129 IV 230, the Swiss Federal Supreme Court held that instructions and manuals explaining how to create programs that infect, destroy or render data unusable fall under the scope of this virus offence.

Moreover, any person who markets or makes accessible passwords, programs or other data that are intended to be used to obtain unauthorised access to a data processing system is liable to a custodial sentence not exceeding three years or to a monetary penalty as prescribed by Article 143bis paragraph 2 SCC.

Finally, exporting or brokering certain goods for monitoring the internet or mobile telecommunications without official permission can be liable to a custodial sentence of up to three years or to a monetary penalty pursuant to Article 9 of the Ordinance on the Export and Brokering of Goods for Monitoring Internet and Mobile Communication.

Identity theft or identity fraud (e.g. in connection with access devices)

There is no explicit regulation for identity theft or identity fraud in Switzerland. Depending on the intention of the offender and his modus operandi, it can be covered by different articles of the SCC, such as Article 143 (unauthorised obtaining of data), Article 146 (fraud), Article 147 (computer fraud), Article 143bis (hacking) or Article 173 et seqq. (offences against personal honour).

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Electronic theft can be covered by several criminal offences. Article 143 SCC prescribes the penalty for an unauthorised data acquisition. The maximum penalty is a custodial sentence of five years. Furthermore, any person who betrays a manufacturing or trade secret that is not to be revealed under a statutory or contractual duty or anyone who exploits such a betrayal can face a custodial sentence of up to three years or a monetary penalty under Article 162 SCC. Finally, according to Article 67 et seqq. of the Swiss Copyright Act, a copyright infringement that has been committed wilfully and unlawfully can be punished with a custodial sentence of up to one year or a monetary penalty; in cases of committing the offence for commercial gain, the penalty is a custodial sentence not exceeding five years or a monetary penalty.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

The following further criminal offences impairing security, confidentiality, integrity and availability have to be considered under Swiss law:

- falsification or suppression of information in connection with a telecommunications service (Article 49 of the Swiss Telecommunications Act (TCA)) – penalty: a custodial sentence of up to three years; or a monetary penalty;
- unauthorised misuse or disclosure of information received by means of a telecommunications installation that was not intended for the receiver (Article 50 TCA) – penalty: a custodial sentence of up to one year; or a monetary penalty;
- interfering in telecommunications or broadcasting (Article 51 TCA) – penalty: a custodial sentence of up to one year; or a monetary penalty;
- obstructing, disrupting or endangering the operation of a telecommunication service or utility provider (Article 239 SCC) – penalty: a custodial sentence of up to three years; or a monetary penalty;
- breach of professional confidentiality (Article 321 SCC) – penalty: a custodial sentence of up to two years; or a monetary penalty. Article 35 of the Swiss Federal Act on Data Protection (FADP) – penalty: monetary penalty. Article 47 of the Banking Act – penalty: a custodial sentence of up to three years; or a monetary penalty. Article 147 of the Financial Market Infrastructure Act (FMIA) – penalty: a custodial sentence not exceeding three years; or a monetary penalty;
- breach of postal or telecommunications secrecy (Article 321bis SCC) – penalty: a custodial sentence not exceeding three years; or a monetary penalty. Articles 43 and 53 of the Swiss Telecommunications Act (TCA) – penalty: fine not exceeding CHF 5,000; and
- unsolicited distribution of spam massages (Article 3 lit. o in conjunction with Article 23 of the Swiss Federal Law on Unfair Competition) – penalty: a custodial sentence of up to three years; or a monetary penalty.

Failure by an organisation to implement cybersecurity measures

There is no generally applicable regulation in Switzerland specifically requiring the implementation of certain cybersecurity measures (for sector-specific requirements, see question 3.2 below). However, general compliance obligations require the implementation of an internal control system (relevant for companies limited by shares, see Article 20 of the Swiss Code of Best Practice for Corporate Governance) and technical and organisational measures to ensure the confidentiality, integrity and availability of information and IT systems, which can include the implementation of an adequate information security management system (relevant for all organisations, see Article 7 FADP).

The Swiss Federal Council adopted a “National Strategy on Switzerland’s Protection against Cyber Risks” (NCS) in 2012. One of the measures provided for in the NCS was the evaluation of existing legislation for immediate adjustment needs. In 2016, the involved authorities declared that they did not detect such need for adjustment of existing legislation from a cybersecurity perspective.

Do any of the above-mentioned offences have extraterritorial application?

The extraterritorial application of the SCC, with regard to the offences mentioned above, requires that the offender is present in Switzerland and will not be extradited (Articles 6, 7 SCC). In the context of phishing, it is currently in dispute between the Swiss Office of the Attorney General and the criminal courts whether, on the basis of the Council of Europe’s Cybercrime Convention in conjunction with Article 6 SCC, such offences committed abroad are even subject to Swiss criminal jurisdiction where the offender and victim are not Swiss citizens.

Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Yes, Swiss criminal law incorporates the mitigating principles of withdrawal and active repentance. If a person of his own accord does not complete the criminal act or if he assists in preventing the completion of the act, the court may reduce the sentence or waive any penalty (Article 23 SCC).
1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

The following other provisions can be applicable in the context of cybersecurity:
- causing fear and alarm among the general public (Article 258 SCC);
- public incitement to commit a felony or act of violence (Article 259 SCC);
- participating in or supporting a criminal organisation (Article 260 SCC);
- financing terrorism by collecting or providing funds (Article 260bis SCC);
- foreign operations and activities directed against the security of Switzerland (Article 266bis SCC);
- diplomatic treason: endangering the interest of Switzerland: (i) by making a secret accessible to a foreign country; or (ii) by falsifying, destroying, disposing or stealing documents relating to Switzerland’s legal relations with a foreign state (Article 267 SCC);
- political, industrial or military espionage in the interest of a foreign state or organisation (Articles 272, 273, 274 SCC);
- founding of an unlawful association (Article 275bis SCC); and
- criminal provisions concerning the representation of acts of violence (Article 135 SCC), pornography (Article 197 SCC) or racial discrimination (Article 261bis SCC).

Please note the decisions of the Swiss Federal Criminal Court, SK.2013.39, and the Swiss Federal Supreme Court, BGer 6B_645/2007, both regarding cases of “cyber-jihad/cyber-terrorism”, included several of the above-mentioned offences as part of the subject of the accusation.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

- Federal Act on Data Protection.
- Ordinance to the Federal Act on Data Protection.
- Swiss Criminal Code.
- Telecommunications Act.
- Ordinance on Telecommunications Services.
- Federal Act on Copyright and Related Rights.
- Trade Mark Protection Act.
- Civil Code, Code of Obligations.
- Banking Act.
- Ordinance on Banks.
- Copyright and Related Rights.
- Federal Act on the Intelligence Service.
- Federal Information Security Act (expected as of 2018).
- Federal Law on Unfair Competition.
- Ordinance on the Export and Brokering of Goods for Monitoring Internet and Mobile Communication.
- Federal Act on the Intelligence Service.
- Federal Information Security Act (expected as of 2018).

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

In Switzerland, there are no generally applicable mandatory cybersecurity requirements for critical infrastructures so far (for sector-specific requirements, see question 3.2 below). In 2012, the Swiss Federal Council adopted the “National Strategy on the Protection of Critical Infrastructures” (SIK). The Swiss Federal Office for Civil Protection was mandated to implement the strategy and published a “Guideline for the Protection of Critical Infrastructures” in 2015, outlining recommended risk, crisis and continuity concepts based on international standards. Furthermore, the draft bill of a Swiss Federal Information Security Act issued by the Swiss Federal Council in February 2017 prescribes certain security measures for Swiss Federal authorities and offers support to private operators of critical infrastructures to minimise network and system disruptions.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

There is no generally applicable requirement in Switzerland to take measures to monitor, detect, prevent or mitigate Incidents. However, Article 7 FADP in conjunction with Articles 8 and 9 of the Ordinance to the FADP provide that personal data must be protected against unauthorised processing, destruction, loss, technical faults, forgery, theft or unlawful use through the implementation of adequate technical and organisational measures including mandatory controls of the following IT and data-related circumstances: entrance; personal data carrier; transport; disclosure; storage; usage; access; and input. With regard to specific cybersecurity safeguards to be implemented in the financial and telecommunications sector, see question 3.2 below.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Such conflicts of laws cannot currently be perceived.
2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

So far, there is no general reporting obligation for cyberattacks in Switzerland. However, a duty to notify the Swiss Federal Data Protection and Information Commissioner in cases of unauthorised data processing or loss of data has been included in the preliminary draft of the revised FADP. Specific reporting obligations are currently only imposed on certain industries such as the financial and the telecommunication sector, see question 3.2 below.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Organisations have the possibility (not the obligation) to inform MELANI, the Swiss Reporting and Analysis Centre for Information Assurance. Such a notification can be filed anonymously with a simple message on MELANI’s website. Furthermore, it is also possible to inform the Swiss Coordination Unit for Cybercrime Safeguards against Cybercrimes (CYCO).

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

There is no such explicit obligation to inform affected individuals under Swiss law. However, in the legal literature, it is partially held that organisations are obligated to report such Incidents to the affected individuals in accordance with Article 4 paragraph 2 FADP, incorporating the principle of good faith. The necessity and extent of such information depends on the circumstances, e.g. the gravity of the breach and the necessity to prevent any damages and potential abuse of the disclosed data. The preliminary draft of the revised FADP provides for obligations to notify affected data subjects in cases of unauthorised data processing or loss of data.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The responses do not change.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The supervisory authorities monitoring and enforcing the above-mentioned requirements pertaining to general data protection and sector-specific cybersecurity are the following:

- Federal Data Protection and Information Commissioner.
- Cantonal Data Protection Commissioners.
- Federal Office of Communications (OFCOM).
- Financial Market Supervisory Authority (FINMA).

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

Due to the absence of a general obligation to implement safeguards against cyberattacks or to report Incidents to an authority, there are no penalties for not complying.

For penalties triggered by not complying with sector-specific obligations to report Incidents to the supervisory authorities, see question 3.2 below.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

So far, to our knowledge, the competent supervisory authorities have enforced sector-specific reporting provisions only in cases that had no connection with cybersecurity. However, in 2016, FINMA ordered banks of supervisory category 1 (extremely large, important and complex market participants; very high risk) and category 2 (very important, complex market participants; high risk) to conduct an additional examination and invited those of category 3 (large and complex market participants; significant risk) to conduct a self-assessment pertaining to the status of the implementation of safeguards against cyberattacks.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Yes, market practice varies across business sectors as the legal requirements are different (see question 3.2 below).

In addition, please note that, on 18 April 2018, the Swiss Federal Council adopted “The National Strategy for the Protection of Switzerland against Cyber Risks” which will certainly impact all sectors in Switzerland.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

(a) Yes, Article 14 of the Financial Market Infrastructure Act (FMIA) requires financial market infrastructures (i.e. stock...
There are no other specific requirements.
5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

According to Article 15 paragraph 1 FADP in conjunction with Article 28 et seqq. of the Swiss Civil Code, the affected person of a cybercrime-induced data breach has the possibility to bring actions relating to the protection of privacy, provided that there is a violation of personality rights, e.g. due to data theft or illegal data processing. This can include actions for damages, prohibitive injunctions, information/disclosure and notification of third parties or the publication of judgments. Furthermore, members of the board of directors, managing directors and executive officers of companies limited by shares and managing directors of limited liability companies are liable both to the company and to the individual shareholders and creditors, for any losses or damage arising from any intentional or negligent breach of their duties (Articles 754, 827 Code of Obligations); see question 4.1 above.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

To date, we are not aware of any civil actions that have been filed by affected persons or companies in relation to cybersecurity Incidents in Switzerland. The few judgments pertaining to liability for data breaches derive from administrative investigations conducted by the supervisory authorities.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

If the claimant is able to prove damages and the violation of a legally protected right or norm, the purpose of which is to protect from such damages, he is entitled to compensation for moral sufferings and the payment of damages by virtue of Articles 49 and 41 of the Code of Obligations. Furthermore, according to Article 423 of the Code of Obligations, data subjects can request the handing over of profits arising from violations of their privacy rights.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Since 2000, organisations have the possibility to take out insurance against cyberattacks. The offered coverage includes, for example, the loss or theft of data, damages due to hacking and malware, and the unauthorised disclosure of data.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no regulatory limitations to insurance coverage concerning such Incidents.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

(a) There are no such specific requirements.
(b) A general reporting obligation of cyber risks and other potential Incidents for employees vis-à-vis the employer can, according to Article 321a of the Code of Obligations, be derived from the duty of care and loyalty.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

Laws with possibly inhibiting effects on reporting cyber risks and similar Incidents could be triggered by the secrecy provisions mentioned under the last heading of question 1.1 above. Furthermore, in Switzerland, there is no explicit protection for whistleblowers, so far, who report Incidents with regard to their employers to public authorities or the media. However, a draft bill of the Code of Obligations, which is still under the scrutiny of the legislative institutions, introduces such whistleblower protection from termination and other detriments (Article 336 paragraph 2 lit. d, Article 328 paragraph 3 Code of Obligations).

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

KOBIK, the Swiss Coordination Unit for Cybercrime, does not only function as a notification office for cybercrimes, but also looks actively for criminally relevant content on the internet. However, after its verification, KOBIK passes the information to the competent criminal law enforcement authorities, which are the local, cantonal and Swiss Federal police departments and public prosecutors’ offices.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There are no such requirements under Swiss law.
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1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Offences against computer security are generally regulated by the Criminal Code of the Republic of China (the “Criminal Code”).

Hacking (i.e. unauthorised access)

According to Article 358 of the Criminal Code, a person who accesses, without authorisation, another person’s computer or related equipment by entering their account details and password, hacking computer security measures, or exploiting vulnerabilities in computer systems, will be sentenced to imprisonment for not more than three years; in lieu thereof, or in addition thereto, a fine of not more than NT$300,000 may be imposed.

Denial-of-service attacks

A person who, without any justification, interferes with another person’s computer and other equipment through a computer program or other electromagnetic method, which then causes injury to the public or others, will be sentenced to imprisonment for not more than three years; in lieu thereof, or in addition thereto, a fine of not more than NT$300,000 may be imposed (see Article 360 of the Criminal Code).

Phishing

A typical phishing attempt may take the following form:

1. a person who digitally masquerades as a reliable and famous entity or person in order to obtain another person’s account and password; and
2. such person uses the account and password to obtain, delete or alter the electromagnetic records of the victim and cause injury to the public or others.

The conduct above would first constitute forgery and use of false electromagnetic records, under which the offender will be sentenced to imprisonment for not more than five years (see Articles 210, 216 and 220 of the Criminal Code).

Secondly, the conduct above may constitute a violation of Article 359 of the Criminal Code, under which a person who, without any justification, obtains, deletes or alters the electromagnetic records of another and thus causes injury to the public or others will be sentenced to imprisonment for no more than five years; in lieu thereof, or in addition thereto, a fine of not more than NT$600,000 may be imposed.

Further, if the electromagnetic records above involve another person’s property, meaning that the phisher unlawfully acquires such property through the false creation, deletion and alteration of records, it would also constitute computer fraud and the offender will be sentenced to imprisonment for no more than seven years; in addition thereto, a fine of not more than NT$700,000 may be imposed (see Article 339-3 of the Criminal Code).

Lastly, if the fraud is conducted through electronic communication or other broadcasting media and directed at the public, the offender may be sentenced to imprisonment for at least one year and no more than seven years; in addition thereto, a fine of not more than NT$1 million may be imposed (see Article 339-4 of the Criminal Code).

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

This would fall under denial-of-service attacks that are punishable under Article 360 of the Criminal Code, as stated above.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

Simply possessing such hardware, software or tools for research without causing harm to another does not constitute a crime. However, the use of such hardware, software or tools to interfere with the computer of another and cause injury to the public or another may violate Article 360 of the Criminal Code, as stated above.

Identity theft or identity fraud (e.g. in connection with access devices)

Identity theft

Depending on the facts, identity theft may fall under a violation of Articles 358 and 359 of the Criminal Code, as stated above, which prohibit the use of another’s account and password and obtaining/deleting/altering another’s electromagnetic records without justification.

Identity fraud

Depending on the facts, identity fraud may violate the aforementioned Articles 210, 216 and 220 of the Criminal Code for forgery of electromagnetic records, or the aforementioned Article 339-3 of the Criminal Code for the unlawful acquisition of another’s property and interest by manipulating the electromagnetic records of such property and interest. Further, if the fraud is directed to the public through electronic communication or other broadcasting media, it may also involve a violation of Article 339-4 of the Criminal Code.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Depending on the facts, electronic theft may violate the aforementioned Article 359 of the Criminal Code, which prohibits obtaining, deleting or altering electromagnetic records without justification.
Criminal copyright infringement is provided under Article 91 of the Copyright Act, which carries a sentence of imprisonment for not more than three years’ detention, or, in lieu thereof, or in addition thereto, a fine of not more than NT$750,000.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Producing malicious code or a program that is directed at committing any of the above activities, the offences which fall under the scope of Articles 358 and 359 of the Criminal Code, or the provision of such code or program to another for the same, is punishable under Article 362 of the Criminal Code and may be punished by imprisonment for not more than five years; in lieu thereof, or in addition thereto, a fine of not more than NT$600,000 may be imposed.

Failure by an organisation to implement cybersecurity measures

Unless relevant facts correspond to the elements of the aforementioned offences, failure by an organisation to implement cybersecurity measures is not a crime.

1.2 Do any of the above-mentioned offences have extraterritorial application?

Except for Article 339-4 of the Criminal Code, the other aforementioned articles do not have extraterritorial application. Jurisdiction-wise, however, as long as either the conduct or the result of an offence takes place in Taiwan, it is deemed to be an offence that occurred in Taiwan and may be punishable under Taiwan law (see Article 4 of the Criminal Code).

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

If the attackers voluntarily turn themselves in for an offence not yet discovered, the punishment may be mitigated (see Article 62 of the Criminal Code).

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

A person who, with the intention to gain illegal interests or to impair the interests of another, collects, processes or uses personal information in violation of relevant provisions of the Personal Information Protection Act (“PIPA”) (mainly Articles 6, 15, 16, 19 and 20), may be sentenced to imprisonment for a term of not more than five years; in addition thereto, a fine of not more than NT$1 million may be imposed (see Article 41 of PIPA).

As many personal data are stored on computers or the internet, when such personal data are leaked as a result of cyber hacking, it usually involves violation of the aforementioned provisions of PIPA and the Criminal Code at the same time. There have been many such instances in Taiwan.

Additionally, a person who, with the intention to endanger national security or social stability, collects or delivers any classified document, picture, information or article to a foreign country or Mainland China may be sentenced to imprisonment for a term of not more than five years; in addition thereto, a fine of not more than NT$1 million may be imposed (see Articles 2-1 and 5-1 of the National Security Act). Further, a person who reveals or delivers information that has been classified under the Classified National Security Information Protection Act (“CNSIPA”) may be imprisoned for one to seven years (see Article 32 of CNSIPA).

While the law has contemplated that the above acts may be carried out through a cybersecurity attack on government facilities, there have not been any significant prosecutions in this regard.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

The two most important laws concerning cybersecurty in Taiwan are PIPA and the Information and Communication Security Management Act (“ICSM”), the latter of which was just passed by the Legislative Yuan (the lawmaking body in Taiwan) in May 2018 and will soon enter into effect.

ICSM directly concerns the monitoring, detection, prevention, mitigation and management of cybersecurity Incidents and applies to government agencies, providers of critical infrastructure, state-controlled enterprises and state-financed foundations.

PIPA covers how personal data may be collected, stored and used. A company collecting personal data is required to establish a plan to secure such personal data. Further, gaining unauthorised access to a system for stealing personal data may also be found to be a PIPA violation and carry an imprisonment sentence of up to five years.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

ICSM requires providers of critical infrastructure to lay out and implement a cybersecurity maintenance plan. Please see question 2.3 below for details.

Critical infrastructure is defined under ICSM as tangible or virtual assets, systems or networks which may have a major impact on national security, public interest, national livelihood or economic activities should they cease to function or become less effective.

Providers of critical infrastructure will be named by each competent authority in charge of different industries (“Competent Authority”) and then approved by the Executive Yuan.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

ICSM requires providers of critical infrastructure, state-controlled enterprises and state-funded foundations (“Regulated Private Entities”) to take the following measures:
2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

We have not found any conflict of law issues in relation to the requirements mentioned above.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Under ICSM, Regulated Private Entities must establish a notification and contingency mechanism in response to Incidents. As soon as it learns of an Incident, the Regulated Private Entity must notify the Competent Authority and submit a report explaining how it has investigated and handled the Incident. The report must also be submitted to the Executive Yuan. The Competent Authorities are responsible for conducting inspections to see whether companies are meeting the requirements of their Cybersecurity Maintenance Plan. We have not found any conflict of law issues in relation to the requirements mentioned above.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

There is no law or regulation prohibiting organisations from voluntarily sharing information related to Incidents or potential Incidents with any entities. Nevertheless, the disclosure must comply with other applicable laws, such as PIPA.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

If an Incident involves unauthorised access, disclosure or alteration of personal data, the organisation must notify the affected individuals of the infringement and the measures in response taken in accordance with PIPA. While ICSM is also expected to have similar disclosure requirements once it is promulgated, the scope of such disclosure is currently unknown.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No. The answers to questions 2.5 to 2.7 remain the same.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The Executive Yuan and the Competent Authorities of each specific industry are responsible for enforcing ICSM. The Executive Yuan is mainly responsible for the lawmaking part of the policies and regulations, while the Competent Authorities of each industry are at the frontline of enforcing ICSM.

As stated above, the Competent Authorities will be responsible for naming the critical infrastructure providers as well as drafting rules regarding the Cybersecurity Maintenance Plan, with oversight and approval by the Executive Yuan. The Competent Authorities are also responsible for conducting inspections to see whether companies are diligently implementing their respective Cybersecurity Maintenance Plans.

As for PIPA, under most circumstances, both Competent Authorities and local governments have the power to implement PIPA.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

If the providers of critical infrastructure fail to comply with their obligations under ICSM, such as implementing the Cybersecurity Maintenance Plan, conducting regular reviews, submitting improvement reports, and establishing the notification and contingency mechanisms, the Competent Authority will order such provider to take corrective measures within a specified time period. Failure to do so will result in an administrative fine of no less than NT$100,000 but no more than NT$1 million for each violation. If a provider of critical infrastructure fails to notify the Competent Authority and/or the Executive Yuan regarding the occurrence of an Incident, such provider will be fined no less than NT$300,000 but no...
more than NT$5 million and be ordered to take corrective measures within a specified time period. Failure to take such corrective action will result in additional administrative fines for each violation.

If a non-government entity fails to notify the subjects of an infringement to their personal information in violation of PIPA, the relevant Competent Authority or the county or city government will order such entity to take corrective measures within a specified time period. Failure to take such corrective action will result in administrative fines of no less than NT$20,000 but no more than NT$200,000 for each violation.

2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

First Bank: ATM Hacking
In 2016, First Bank in Taiwan reported that 41 of its ATMs were hacked and NT$83.27 million in cash was stolen. Afterwards, First Bank was found to have several information security vulnerabilities, such as failing to isolate the ATM administration server or implementing appropriate security measures for its voice-mail system at its London branch, which was the point of intrusion. This was found to be in violation of the “Guidelines for Financial Institutions on Information Security Management in Electronic Banking” regarding the use of isolated networks and antivirus software. First Bank was found to have also failed to allow security experts to audit its records for unauthorised access, which is a violation of the “Guidelines for Financial Institutions on the Assessment of Information Security for Computer Systems” regarding the obligation to review network and server access records for irregularities and verify warning systems. For the above omissions, the FSC imposed a fine of NT$10 million on First Bank for violation of Article 45-1 of the Bank Act.

Far Eastern Bank: SWIFT System Hacking
In 2017, Far Eastern International Bank in Taiwan reported that its SWIFT system had been infected with viruses, which allowed hackers to steal more than NT$1.8 billion. According to the FSC’s investigation, Far Eastern International Bank was found to have been negligent in maintaining its SWIFT system because it failed to properly establish or implement an internal control system for information security; notably, the SWIFT system server was not properly isolated from the network, and administrator access was too broad and not properly managed. For the above omissions, the FSC imposed a fine of NT$8 million on Far Eastern for its violation of Article 45-1 of the Bank Act.

3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

While the financial industry in Taiwan is generally known for having the most developed information security systems, the occurrence of the above Incidents, noted in question 2.11, indicates that when it comes to proactively maintaining security concepts in practice, Taiwan companies as a whole still have significant room for improvement in terms of information and network security.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

(a) The financial services sector
Financial institutions are required to follow certain security standards stipulated by the Bank Association and approved by the FSC for their information systems, and they are obliged to inform the FSC and the Central Bank of any cybersecurity Incident that may affect their business operations or infringe on the interests of their customers.

Private financial institutions have to report to the FSC, the Central Bank and the Central Deposit Insurance Corporation any cybersecurity Incident that may affect their business operations or infringe on the interests of their customers. For state-run financial institutions, they have to report to the Ministry of Finance, FSC, etc.

The contents of the report must include the time of the Incident, the relevant data involved, the level of impact, the events of the Incident, the type of Incident, and emergency measures taken. There are no exceptions to this reporting obligation.

In response to increasingly prevalent cyberattacks, the FSC has required banks to set up a separate department in charge of information security before September 2018.

(b) The telecommunications sector
Telecommunications companies are required by the NCC to stipulate and implement an information security plan, which must cover information security management standards, the assessment of cybersecurity levels, the mechanisms for managing information security, and the response and notification mechanisms, etc. The contents and process of the report are similar to those for financial institutions, save for the fact that the competent authority is the NCC instead of the FSC.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

According to Article 23 of the Company Act, the responsible person of a company (e.g., director or manager) must be loyal to the company and must exercise the due care of a good administrator in conducting the business operations of the company.

If the director or manager is also responsible for a company’s information security matters, and he or she intentionally or negligently failed to follow the relevant cybersecurity requirements so as to prevent, mitigate, manage or respond to an Incident, it is very likely that such responsible director or manager will be held personally liable under Article 23 of the Company Act for failing to exercise due care.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

(a) ICSM provides that Regulated Private Entities of a certain cybersecurity rank or higher must have personnel exclusively dedicated to information security.
Currently, banks and insurance companies are required by the FSC to set up a dedicated cybersecurity unit, designate a high-level manager, and allocate sufficient resources to deal with relevant cybersecurity matters.

(b) ICSM provides that Regulated Private Entities must establish a notification and contingency mechanism to respond to Incidents. Additionally, as stated above in question 2.3, financial institutions and telecommunication companies, etc., are required by the Competent Authorities, pursuant to PIPA, to establish and implement a security maintenance plan for the personal information that they possess. The said plan must include a notification and contingency mechanism to handle Incidents involving leaks of personal information.

(c) Periodic cyber risk assessments
ICSM requires periodic review of how Regulated Private Entities implement their maintenance plans for information security. The frequency and other details are yet to be announced. In addition to ICSM, certain Competent Authorities have the power to require companies in their respective industries to perform periodic cyber risk assessments.

For example, financial institutions are required by the FSC to conduct periodic risk assessments depending on the classification of their computer systems and their evaluation cycles; in the telecommunications industry, the NCC requires telecommunications companies to carry out periodical internal audits, which include network security.

(d) Penetration tests or vulnerability assessments
It remains to be seen whether and how Regulated Private Entities would be required to conduct penetration tests or vulnerability assessments under ICSM, but the FSC and the NCC are again frontrunners in this regard: financial institutions are required to conduct penetration tests for their own websites and scan and repair vulnerabilities in their network equipment, servers and terminal equipment; telecommunications companies must conduct penetration tests, vulnerability scanning, and maintenance and repairs on a regular basis.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Regulated Private Entities
Please see the response to question 2.5 above for the proposed rules under ICSM, details of which will be further determined by the Executive Yuan.

Financial institutions
Financial holding companies or banking businesses must assess and review the status of their internal control systems (which covers information and communications security), submit statements regarding such systems, and publish the information contained in those statements on the company’s website as well as a website designated by the competent authority within three months of the end of each fiscal year. The internal control systems statement must be included in the annual report and prospectuses.

Telecommunications companies
The NCC has requested telecommunications companies to submit a self-assessment of their operational security levels to the NCC before the end of September each year. However, this is not a mandatory requirement.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?
As stated above, depending on the industry, a company in Taiwan may be subject to regulations or practices which may be connected to cybersecurity concerns (if at all).

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

In the event of any Incident, the victim will most likely bring a civil action against the offender under the relevant provisions of the Civil Code of Taiwan.

A person who, intentionally or negligently, infringed on the right of another is liable for any injury arising therefrom (see Article 184, first half of Paragraph 1 of the Civil Code). In the event that the infringement violates ethics or laws protecting another (such as the aforementioned Articles 358, 359, 360 and 362 of the Criminal Code), this “right” of a person could be interpreted broadly and includes not only statutory rights, but also a person’s economic interests or his/her personality rights, which are particularly relevant in the context of many Incidents because often there may be no physical damage to the victim (see Article 184, second half of Paragraph 1, and Paragraph 2 of the Civil Code). For example, in a denial-of-service attack, the victim’s property is sound but the victim’s business operations might be completely shut down.

In the event of an infringement of a personality right in an Incident, the victim may request the court to remove the infringement while also claiming monetary damages; if the victim’s reputation has been damaged, the offender must take proper measures to rehabilitate the victim’s reputation (see Articles 18 and 195 of the Civil Code).

Additionally, for an Incident involving personal data, the victim may also be able to claim against the entity collecting or storing such data if the injury may be attributed to the entity’s failure to implement proper security measures or comply with any other provision of PIPA in handling personal data (Articles 29 and 30 of PIPA).

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

ATM hacking (the First Bank case)
Regarding the aforementioned First Bank ATM hacking case, although the key perpetrators are unknown foreign individuals abroad and thus practically unfeasible to bring to justice in Taiwan, the three individuals who were physically manipulating the hacked ATMs to withdraw money were caught and sentenced with imprisonment ranging from four years to six months to four years and 10 months pursuant to Article 359 of the Criminal Code (altering the electromagnetic records of another).

Notably, although the final sentences are almost at the maximum statutory time (five years), the judges suggested in the decision that legislators need to set greater punishments to cope with these new types of offences (see 106-Shang-Su-Zi-593 Criminal Decision). It remains to be seen whether the suggestion and the prevalence of more serious cybercrime would facilitate the amendment of the relevant provisions of the Criminal Code.
Altering electromagnetic records of online games

In the 103-Tai-Shang-Zi-3093 Criminal Decision, the defendant was accused of exploiting a vulnerability in an online game distributed by the plaintiff company to enable the use of external software for running multiple accounts and for selling in-game items for real money. The court found the defendant’s conduct as having damaged the plaintiff’s business interest and management of its electromagnetic records in the form of such “in-game items”, which constitute the offence of altering electromagnetic records of another under Article 359 of the Criminal Code.

In the civil case arising from the above, the court reasoned that Article 359 of the Criminal Code, in essence, sets out a right (i.e., the integrity of electromagnetic records) to be protected, which falls under Paragraph 2 of Article 184 of the Civil Code regarding a “law to protect another”. Therefore, a victim may claim civil compensation from the perpetrator of an offence, under Article 359 of the Criminal Code, by citing a breach of a provision protecting the rights of another under Paragraph 2 of Article 184 of the Civil Code.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

As stated above, relevant articles of tort in the Civil Code of Taiwan are the main basis to bring civil actions in reference to Incidents.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes. The insurance industry in Taiwan has launched several information security-related policies on the market, which may be generally split into the following categories:

- **Security and Privacy Insurance**
  - Depending on the insurer, the scope of the policies may cover the costs of handling cyber attacks (such as forensic analysis and legal consulting), liabilities arising from disclosure of personal information, revenue loss of business due to cyber attacks, etc.
- **Information System Insurance** (for financial institutions)
  - This insurance is exclusively designed for financial institutions to cover their losses arising from the illegal alteration or destruction of electronic records due to cyber attacks.
- **Information Products/Services Liability Insurance**
  - This insurance covers liabilities of companies whose inadequate IT products or services were determined to play a key part in the Incident.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

Currently, no such regulatory limitations to insurance coverage against information security-related events have been imposed. However, as information security-related insurance is considered a form of property insurance, all the regulations regarding property insurance should still be complied with, such as the “Autonomous Regulations on Designing Property Insurance Products” regarding the requirement to clearly specify the scope of the policy, and the scope must be mutually commensurate with the stipulated premium rates.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detecting, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

(a) The monitoring of employees for information security-related purposes is allowed, as long as the general rules for monitoring employees are complied with. Past judicial decisions have held that employers may monitor employees if 1) the employee monitoring policy was disclosed beforehand, 2) the employee consents in writing to be monitored, 3) there is a reasonable basis to suspect that monitoring could result in collection of work-related evidence or offence, and 4) for work-related monitoring, there is a reasonable causal link between the method used and the purpose to be achieved. Violation of any of the above may be deemed as a breach of the employee’s privacy.

(b) There is no specific obligation under Applicable Law on employees for reporting cyber risks, security flaws, Incidents or potential Incidents to the employer. However, the employer’s internal rules may impose such a reporting obligation on the employee, which must be reasonable and necessary so as to be binding against the employee. Nevertheless, with the relevant implementation rules of ICSM to be soon promulgated by the Executive Yuan and Competent Authorities, it remains to be seen whether those rules will specifically impose reporting obligations on employees of Regulated Private Entities.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

No such limitations in whistle-blowing laws exist as of now. However, if the reporting of such matters resulted in the disclosure of company secrets or other confidential information, the employee could be held liable for compensation of any damages caused as a result. The upcoming implementation rules of ICSM may make changes in this regard.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Criminal investigations

If an Incident involves a criminal offence, the prosecutor or the police (after being approved by a prosecutor) may apply to the court for a search warrant to search the property, electronic records, dwelling, or other premises of an accused person or a suspect.

Administrative investigation

ICSM provides that Competent Authorities must periodically inspect the providers of critical infrastructure for how their Cybersecurity Maintenance Plans are implemented and may do so to the other types of Regulated Private Entities.

Although the details of this inspecting power have yet to be set out, we do not expect it to be extensive because an even broader investigation power was contemplated during the legislative process.
of ICSM, but later deleted from the final draft due to a failure to reach consensus among the lawmakers on the matter. That said, in certain highly regulated industries (such as finance and telecommunications), the respective authorities have strong powers to initiate and conduct administrative investigations. For example, in the aforementioned ATM heist case, the FSC, as a bank authority, investigated whether First Commercial Bank was negligent in maintaining its ATM system. Such investigative power is derived from Article 45 of the Banking Act, which provides that the FSC may appoint a designee or entrust an appropriate institution to examine the business, financial affairs and other relevant affairs of a bank or related parties, or direct a bank or related parties to prepare and submit, within a prescribed period of time, balance sheets, property inventories or other relevant documents for examination.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There is no requirement to implement law enforcement backdoors under Applicable Laws in Taiwan.
Chapter 33

Thailand

R&T Asia (Thailand) Limited

1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

The main laws and regulations relating to computer crimes in Thailand are the Computer Crime Act 2007 ("CCA") and the Thai Penal Code.

Hacking (i.e. unauthorised access)
Yes. Section 5 of the CCA provides that whoever illegally accesses a computer system that has specific security measures and such security measures are not intended for that person's use would be liable to imprisonment not exceeding six months or to a fine not exceeding THB 10,000, or both.

Section 7 of the CCA provides that whoever illegally accesses computer data that has specific security measures which are not intended for that person's use would be liable to imprisonment not exceeding two years or to a fine not exceeding THB 40,000, or both.

Denial-of-service attacks
Yes. Section 10 of the CCA provides that whoever illegally acts in a manner that causes suspension, deceleration, obstruction or interference to a computer system of another person so that it is not capable of functioning normally would be liable to imprisonment not exceeding five years or to a fine not exceeding THB 100,000, or both.

Phishing
Yes. Section 14(1) of the CCA provides that whoever dishonestly or deceitfully inputs into a computer system computer data which is distorted or forged, either in whole or in part, or computer data which is false, in such a manner likely to cause injury to the public (but not constituting a crime of defamation) under the Penal Code, would be liable to imprisonment not exceeding five years or to a fine not exceeding THB 100,000, or both.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)
Yes. Section 9 of the CCA provides that whoever illegally acts in a manner that damages, impairs, deletes, alters or makes additions to, either in whole or in part, computer data of another person would be liable to imprisonment not exceeding five years or to a fine not exceeding THB 100,000, or both.

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)
No. However, the Thai Court has the power to forfeit any property used or in possession for use in the commission of an offence by any person.

Identity theft or identity fraud (e.g. in connection with access devices)
No. There is no specific offence in relation to identity theft or identity fraud. However, identity theft/fraud would be considered as the act of causing damage to the computer data of another person under Section 9 of the CCA mentioned above. In addition, whoever inputs into a publicly accessible computer system computer data that will appear as an image of another person and the image has been created, edited, appended or adapted by electronic means or whatsoever means, and in doing so is likely to impair the reputation of such other person or exposes such other person to hatred or contempt, would be liable to imprisonment not exceeding three years and a fine not exceeding THB 200,000, or both (Section 16 of the CCA).

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)
This is not applicable in our jurisdiction.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data
Yes. Section 6 of the CCA provides that if a person who has knowledge of the security measures to access a computer system specifically created by another person illegally discloses such security measures in a manner that is likely to cause damage to another person, such person shall be liable to imprisonment not exceeding one year or to a fine not exceeding THB 20,000, or both.

Section 8 of the CCA provides that a person who illegally makes, by any electronic means, an interception of computer data of another person that is being transmitted in a computer system and such computer data is not for the benefit of the public or is not available for other persons to utilise would be liable to imprisonment not exceeding three years or to a fine not exceeding THB 60,000, or both.

Failure by an organisation to implement cybersecurity measures
Yes. Section 15 of the CCA provides that any service provider who cooperates, consents to or acquiesces in the commission of an offence under Section 14 of the CCA with regards to a computer system in his control would be liable to the same penalty as provided in Section 14 of the CCA.
Section 14 of the CCA provides that whoever commits the following acts shall be liable to imprisonment not exceeding five years or to a fine not exceeding THB 100,000, or both:

1. dishonestly or deceitfully inputting into a computer system computer data which is distorted or forged, either in whole or in part, or computer data which is false, in such a manner likely to cause injury to the public but not constituting a crime of defamation under the Criminal Code;

2. inputting into a computer system computer data which is false, in such a manner likely to cause damage to the maintenance of national security, public safety, national economic security, or public infrastructure serving national public interest, or to cause panic amongst the public;

3. inputting into a computer system computer data which constitutes a crime concerning the security of Thailand or a crime concerning terrorism under the Penal Code;

4. inputting into a computer system computer data with vulgar characteristics when such computer data is capable of being accessed by the general public; and

5. publishing or forwarding computer data with the knowledge that it is the computer data under points (1) to (4).

If the acts under (1) to (5) above are not committed against the public but are committed against a particular person, the criminal or the person who publishes or forwards the aforesaid computer data would be liable to imprisonment not exceeding three years or to a fine not exceeding THB 60,000, or both (and the offences are compoundable).

1.2 Do any of the above-mentioned offences have extraterritorial application?

If an offence specified in the CCA is committed outside Thailand and (i) the offender is a Thai national and there is a request for punishment by the government of the country where the offence has occurred or by the injured person, or (ii) the offender is a non-Thai national and the Thai Government or a Thai person is an injured person and there is a request for punishment by the injured person, the offender would be subject to the provisions of the CCA.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Yes. There is an exception which applies only to service providers. In principle, any service provider who cooperates, consents to or acquiesces in the commission of an offence under Section 14 of the CCA with regards to a computer system within his control would be subject to the same penalty as that which is imposed upon a person who commits the offence under Section 14 of the CCA. However, in the case that the service provider is able to prove it has complied with the Ministerial Notification setting out procedures for the notification and suppression of the dissemination of such data and the removal of such data from the computer system, it would be exempt from the penalty (Section 15 of the CCA).

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Yes. Section 269/4 of the Criminal Code provides that whoever uses or acquires for use an electromagnetic record/electronic card which is forged or altered in accordance with Section 269/1 shall be liable to imprisonment of between one and 10 years or to a fine of THB 20,000 to THB 200,000, or both. For example, three men were accused of conspiring to hack and forge electronic card information in the systems of a telecommunications operator to raise the cards’ top-up value to THB 105,000,000 and then selling them for THB 12,000,000. They were found guilty of selling forged electronic cards and were imprisoned.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

- The CCA.
- The Notifications issued by the Electronic Transactions Commission ("ETC").
- The Special Case Investigation Act 2004.
- The Telecommunication Business Act 2011.
- Payment Systems Act 2018.
- The National Council for Peace and Order Announcements.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Yes. The ETC’s List of Sectors/Organisations that are deemed as Critical Infrastructure and Required to Comply with Strict Security Techniques 2016 impose a list of critical infrastructure organisations which are required to have additional security standards (strict security techniques) in accordance with the Notification of the ETC on Information Security Standards and in accordance with Security Techniques 2012, such as having a teleworking policy, automatic equipment identification, a clean-desk policy, a clear-screen policy and setting up time limits on connections with networks regarded as high risk.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Yes. Commercial banks, e-payment service providers and telecommunications service providers are required by Applicable Laws to take measures to monitor, detect, prevent and mitigate Incidents as per the requirements set out under Applicable Laws (e.g. Bank of Thailand’s Notifications and the Notifications of the National Broadcasting and Telecommunications Commission (“NBTC”). Please find more details in our answers to question 3.2 below.
2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

No, there are no conflict of laws issues.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Under the Payment Systems Act, e-payment service providers are required to notify Bank of Thailand (“BOT”) of an occurrence of any problem or failure to provide e-payment service as soon as possible. E-payment service providers have the obligation to notify BOT of all the problems and failures in relation to their services regardless of whether or not such problem/failure is caused by the occurrence of an Incident. Moreover, e-payment service providers are required to notify BOT within 24 hours if their services are temporarily suspended due to any special circumstances (which may or may not involve an Incident).

With respect to securities companies under the Securities and Exchange Act 1992 (“SEA”), securities companies are required to notify, either by verbal or electronic means, the Securities and Exchange Commission (“SEC”) without delay upon the acknowledgment of a system disruption, unauthorised access to a system or an Incident that results in damage to the security company’s reputation, such as website defacement. The notice is required to specify the date and time of the Incident, the type of Incident, the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

With respect to securities companies under the Securities and Exchange Act of Thailand and is responsible for supervising the standard operating procedures of securities companies, including IT supervision procedures.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Yes. When an Incident occurs, the organisation is entitled to file a report to the police and that report is then handed to the inquiry official to investigate the alleged conduct and file charges against a suspect (if considered appropriate).

There are no legal provisions prohibiting or restricting organisations from notifying foreign authorities or private sector organisations.

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

The securities companies are required to notify an affected customer or other affected persons without delay upon the acknowledgment of a system disruption, unauthorised access to a system or an Incident that results in damage to the security company’s reputation, such as website defacement. There are no specific requirements on the information to be included in the notice given to the affected individuals.

For other sectors, there is no legal requirement to notify Incidents or potential Incidents to any affected individuals.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

No. The responses do not change.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

(a) BOT is the regulator of financial institutions and other non-financial institutions as specified by BOT. It is the body responsible for supervising, examining and analysing the performance and risk management systems of e-payment services.

(b) The SEC is the regulator of companies listed on the Stock Exchange of Thailand and is responsible for supervising the standard operating procedures of securities companies, including IT supervision procedures.

(c) A police officer has the authority to initiate an investigation or proceedings relating to a criminal offence, including CCA offences.

2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

(a) With respect to securities companies under the SEA, the penalty for not complying with the notice requirements under questions 2.5 and 2.7 is a fine not exceeding THB 300,000 and a further fine not exceeding THB 10,000 for every day during which the violation continues. The director, manager or any person responsible for the operation of such securities company shall be liable to imprisonment for a term not exceeding six months or to a fine not exceeding THB 200,000, or both, unless it can be proven that such person has no involvement with the commission of the offence by such securities company.

(b) With respect to e-payment service providers under the supervision of BOT, the penalty for not complying with the notice requirement under question 2.5 is a fine not exceeding THB 1,000,000 or THB 2,000,000 depending on the type of e-payment service providers.
3 Specific Sectors

3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Yes. State agencies have obligations pertaining to specific information security measures, such as the requirement for policies and practices on personal information protection in electronic transactions, IT security practices and policies (which must include provisions relating to access control, user access management, user responsibilities, network control, operating system access control and other provisions as specified by the Office of the Electronic Transactions Commission (“OETC”). On the other hand, private sector organisations have fewer legal requirements.

3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Yes.

(a) Financial services sector: organisations which operate e-payment services are regulated under the relevant BOT notifications. Principally, e-payment service providers are required to have a contingency plan or a backup system for the purposes of continuity of the service and a safety policy or measures for the information system, which must at least meet the standards prescribed in the BOT notifications. Moreover, e-payment service providers are required to keep customer data confidential throughout and after the use of its services, with certain exceptions. The OETC may also prescribe mandatory practices required to be observed by the e-payment service provider.

(b) Telecommunications sector: the telecommunications sector is administrated by the National Broadcasting and Telecommunications Commission (“NBTC”). The NBTC has issued notifications setting out rules and procedures for the management of information technology, and procedures for protecting personal information, rights of privacy and freedom in communication through telecommunications’ means. Moreover, the NBTC has the power to prescribe specific provisions concerning cybersecurity to each licensed telecommunications operator.

4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

There are none in our jurisdiction.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

Securities companies are required to conduct cyber risk assessments and vulnerability assessments at least once a year. If a securities company assigns a third party to manage its IT system, the securities company is required to have an Incident response policy. There is no requirement for the appointment of a CISO for securities companies. These requirements do not apply to private companies.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Securities companies are required to submit an annual report which includes its IT management and occurrence of Incidents to the SEC. E-payment service providers are also required to prepare information and details as to the provision of services and make the same available for inspection by BOT. BOT has the power to instruct an e-payment service provider to provide any information in relation to its services, including information on the occurrence of Incidents.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

The CCA imposes a legal requirement on service providers (e.g. a website service provider) to keep and maintain certain computer data (e.g. IP address, logs) depending upon the characteristics of the service provider. Examples are the requirement to keep relevant computer traffic data in order to be able to identify the user from the beginning of the use of the service and the log showing the use by such user, and store it for not less than 90 days after the end of the service period. The competent official is empowered on a case-by-case basis to order a service provider to maintain such computer traffic data for a period not exceeding two years.
5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Issues relating to Incidents are governed by the Civil and Commercial Code (“CCC”) under the section relating to a “wrongful act” (i.e. Section 420 of the CCC). A wrongful act is similar to a tort. Under this provision of law, if any Incident, whether wilfully or negligently, unlawfully damages or injures another person’s life, body, health, liberty, property or any right, the party in breach is said to have committed a wrongful act and is bound to pay compensation for damages suffered. The general guidance from the Thailand Supreme Court’s decisions is that the injured party is entitled to claim actual damage suffered, with the burden of proof being on the claimant.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

In 2016, the accused was arrested in connection with the attacks that caused some government websites to be blocked and non-public files to be leaked. The legal status of the accused is not yet available to the public.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Yes. Please see the response to question 5.1 above.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out insurance against Incidents in our jurisdiction.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

No, there are no regulatory limitations.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

No, there are not any specific requirements under Applicable Law.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

No, there are not any Applicable Laws that may prohibit or limit the reporting of the above.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

For the benefit of an investigation, if there is reasonable cause to believe that there is a perpetration of an offence under the CCA, or there is a request by the inquiry official, the competent official is empowered to acquire evidence to prove an offence and to identify the accused, for example, by: (i) issuing an inquiry letter to any person related to the commission of an offence to give statements, forward written explanations or any other documents, data or evidence in a comprehensible form; (ii) requiring computer traffic data related to communications from a service user via a computer system or from other relevant persons; (iii) instructing a service provider to (a) deliver user-related data that is required to be retained under the CCA requirements or that is in the service provider’s possession or control to the competent official, or (b) keep the data for later; or (iv) seizing or attaching a computer system for the purposes of obtaining details of the offence and the person who committed the offence.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Yes. As mentioned in question 8.1 above, the competent official has the authority to access a computer system, computer data, computer traffic data or a computer data storage device and to decrypt the computer data of any person, provided that the competent official has obtained a court order to do so.

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

Issues relating to Incidents are governed by the Civil and Commercial Code (“CCC”) under the section relating to a “wrongful act” (i.e. Section 420 of the CCC). A wrongful act is similar to a tort. Under this provision of law, if any Incident, whether wilfully or negligently, unlawfully damages or injures another person’s life, body, health, liberty, property or any right, the party in breach is said to have committed a wrongful act and is bound to pay compensation for damages suffered. The general guidance from the Thailand Supreme Court’s decisions is that the injured party is entitled to claim actual damage suffered, with the burden of proof being on the claimant.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

In 2016, the accused was arrested in connection with the attacks that caused some government websites to be blocked and non-public files to be leaked. The legal status of the accused is not yet available to the public.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Yes. Please see the response to question 5.1 above.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, organisations are permitted to take out insurance against Incidents in our jurisdiction.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

No, there are no regulatory limitations.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

No, there are not any specific requirements under Applicable Law.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

No, there are not any Applicable Laws that may prohibit or limit the reporting of the above.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

For the benefit of an investigation, if there is reasonable cause to believe that there is a perpetration of an offence under the CCA, or there is a request by the inquiry official, the competent official is empowered to acquire evidence to prove an offence and to identify the accused, for example, by: (i) issuing an inquiry letter to any person related to the commission of an offence to give statements, forward written explanations or any other documents, data or evidence in a comprehensible form; (ii) requiring computer traffic data related to communications from a service user via a computer system or from other relevant persons; (iii) instructing a service provider to (a) deliver user-related data that is required to be retained under the CCA requirements or that is in the service provider’s possession or control to the competent official, or (b) keep the data for later; or (iv) seizing or attaching a computer system for the purposes of obtaining details of the offence and the person who committed the offence.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Yes. As mentioned in question 8.1 above, the competent official has the authority to access a computer system, computer data, computer traffic data or a computer data storage device and to decrypt the computer data of any person, provided that the competent official has obtained a court order to do so.
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Chapter 34

Tunisia

Ferchiou & Associés

1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Hacking (i.e. unauthorised access)

Yes.

The act of fraudulent access to or hindering all or part of an automated data processing system is a criminal offence sanctioned by article 199 bis (1) of the Tunisian Criminal Code (“TCC”).

Maximum penalties: two months to one year of imprisonment and/or a 1,000 Tunisian Dinar (“TND”) fine.

It is increased to two years of imprisonment and a 2,000 TND fine when the hacking results in an alteration or destruction of the functioning of existing data in that system, even without fraudulent intent.

Denial-of-service attacks

Causing an interruption of telecommunications by the breaking of lines or the deterioration or destruction of equipment by any means whatsoever is an offence as per article 82 of the Code of Telecommunications.

Denial-of-service attacks could also be interpreted as an offence under article 199 bis (3) TCC relating to intentionally altering or destroying the operation of automated processing.

Maximum penalties: five years of imprisonment and/or a 20,000 TND fine for deteriorating or destroying telecommunication equipment by any means, or three years of imprisonment and a 3,000 TND fine for intentionally altering or destroying the operation of an automated process.

Phishing

Yes.

Considering that phishing aims to induce individuals to reveal personal information, this would be considered as illegal collecting and processing of personal data, which would be sanctioned by articles 88 and 94 of Law n° 2004-63 dated 27 July 2004 regarding the protection of personal data (the “Personal Data Protection Law”).

Maximum penalties: one year of imprisonment and a fine of 10,000 TND for using fraud to obtain and/or process personal data, or eight months of imprisonment and a fine of 1,000 TND for collecting personal data for illegitimate aims.

Infection of IT systems with malware (including ransomware, spyware, worms, trojans and viruses)

Yes. The act of introducing data into an automated processing system that may alter the data contained in the program or its method of processing or transmission is an offence falling under article 199 bis (4) TCC.

Maximum penalties: three years of imprisonment and a 3,000 TND fine for intentionally altering or destroying the operation of an automated process, or 10 years of imprisonment and a fine of 5,000 TND if the offence is committed while performing professional duties (i.e., by an employee performing his work).

Possession or use of hardware, software or other tools used to commit cybercrime (e.g. hacking tools)

There is no explicit text sanctioning such possession per se. However, if the possession is made in bad faith to cover cybercrime activities, the possessor may be considered an accomplice of the offender and incurs criminal sanctions.

Concerning the use of hardware, software or other tools used to commit cybercrime, considering that cybercrimes constitute offences and that attempts are punishable, any tool used to commit cybercrime can be considered as proof of the intent to commit such crimes that would trigger sanctions.

The sanctions depend on the nature of the cybercrime committed.

Identity theft or identity fraud (e.g. in connection with access devices)

Yes.

Under article 261 TCC, theft is defined as the fact of fraudulently subtracting anything.

Electronic theft of data would be considered theft under Tunisian law and sanctioned with five years of imprisonment and 120 TND fine.

Electronic theft could also be interpreted as an offence, falling under article 199 bis (1) TCC with the same sanctions provided under “Hacking” above, or as an offence falling under the Personal Data Protection Law.

See “Hacking” and “Phishing” above.

Also, this offence could fall under the illegal use of personal encryption elements relating to the signature of third parties (which is a form of identity theft) based on article 48 of Law n° 2000-83, dated 9 August 2000, regarding electronic commerce. It is sanctioned with imprisonment for up to two years and/or a fine of up to 10,000 TND.

Electronic theft (e.g. breach of confidence by a current or former employee, or criminal copyright infringement)

Yes.

Under article 261 TCC, theft is defined as the fact of fraudulently subtracting anything.
Electronic theft of data would be considered theft under Tunisian law and sanctioned with five years of imprisonment and a 120 TND fine. Electronic theft could also be interpreted as an offence falling under article 199 bis (1) TCC with the same sanctions provided under “Hacking” above.

More specifically, electronic theft of funds is an offence as per Law n° 2005-51 dated 27 June 2005 relating to electronic transfer of funds (“Electronic Transfer of Funds Law”). Indeed, the use of a falsified transfer instrument is heavily sanctioned. As per Law n° 94-36 dated 24 February 1994 on literary and artistic property (“Copyright Law”), the use of any protected work under copyright without obtaining proper authorisation is sanctioned. The misuse could be the result of an electronic theft.

Maximum penalties: 10 years of imprisonment and a 10,000 TND fine for use of falsified transfer instruments (Article 17 of the Electronic Transfer of Funds Law).

Maximum penalties: a fine of one up to 1,000,000 TND and/or imprisonment of up to 12 months in case of a recurrence of the copyright offence (Article 52 of the Copyright Law).

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

Introducing a modification of any kind to the content of an original electronic document, provided that it causes damages to third parties, is sanctioned with two years of imprisonment and a 2,000 TND fine as per article 199 ter TCC.

The attempt to do so is also sanctionable.

In addition, the Telecommunication Code imposes a fine ranging from 1,000 TND to 5,000 TND on any person who destroys or deteriorates by any means whatsoever telecommunication (transmission) lines or equipment.

Under the same code, the voluntary causing of telecommunication disruption through the breaking of lines, and the destruction or the deteriorating of telecommunication equipment is punishable by six months to five years of imprisonment and/or a fine ranging from 1,000 TND to 2,000 TND.

Also, the hijacking of telecommunication lines is punishable with five years of imprisonment.

Moreover, the disclosure, incitement or participation in the disclosure of telecommunication contents and exchanges transmitted through telecommunication networks are punishable with three months of imprisonment.

The voluntary disturbance of other people’s peace through public network telecommunication is punishable with one to two years of imprisonment and a fine ranging from 100 TND to 1,000 TND.

Failure by an organisation to implement cybersecurity measures

Yes.

Law n° 2004-5 dated 3 February 2004 relating to electronic security (“Electronic Security Law”) and Decree n° 2004-1250 impose that public entities, companies that are operators of public telecommunications networks and providers of telecommunications and internet services, companies whose computer networks are interconnected through external telecommunications networks, and companies performing automated processing of their customers’ personal data in connection with the provision of their services through telecommunications networks must perform a mandatory audit to check their computer systems and networks at least once every 12 months. If they fail to meet this obligation, the Network and Information Security Agency (“NISA”) will notify the entity to perform such audit, otherwise the audit will be conducted by the NISA by a certified NISA expert. The expenses will be borne by the breaching entity (articles 5 and 6 of the Electronic Security Law and article 8 of Decree n° 2004-1250).

Also, private and public entities must implement the measures ordered by the NISA in order to preserve the safety of the networks in case of any cyber-attack, and they can also face a shutdown to protect the entire national network (articles 10 and 11 of the Electronic Security Law).

1.2 Do any of the above-mentioned offences have extraterritorial application?

Yes, in the absence of specific provisions relating to the extraterritorial effect of applicable laws in relation to cybersecurity offences, we refer to criminal common principles, whereby, pursuant to article 305 of the Code of Criminal Procedures (“CCP”), it is possible to prosecute a Tunisian citizen (for a crime or an offence committed outside the Tunisian territory) unless the foreign country’s laws do not prohibit such acts, or the accused has been tried abroad, and in case of conviction, he completed his sentence.

In addition, as per article 307 of the CCP, it is possible to prosecute a foreigner in Tunisia who has committed a crime or an offence against State security (i.e., national security) if he/she get arrested in Tunisia or the Government obtains his/her extradition.

Also, any person who is accused of committing a crime or an offence outside the Tunisian territory against a Tunisian citizen may be prosecuted and tried before courts in Tunisia.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

Without prejudice to the rights of victims, the Minister in charge of Communication Technologies can issue request for settlement for offences relating to the deterioration or destruction of telecommunication equipment that were not intentionally committed. Payment of the sum fixed by the settlement agreement, if any, extinguishes the public action and prosecution of the administration.

In specific cases relating to terrorism attacks, the offender can obtain an exemption or a reduction of the incurred punishment further to providing information to the competent authority of an offence to be committed (article 8 and 9 of the Anti-Money Laundering and Anti-Terrorism Law n° 2015-26 of 7 August 2015 – “Anti-Money Laundering and Anti-Terrorism Law”).

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an Incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

Yes, as per article 14 (7) of the Anti-Money Laundering and Anti-Terrorism Law n° 2015-26 of 7 August 2015, damaging a computer system in the frame of a terrorist attack is punished with a maximum of a life sentence if the offence resulted in bodily injuries.
2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

a) Binding regulations
- The Tunisian Criminal Code.
- The Telecommunications Code.
- Decree n° 2004-1250 dated 25 May 2004 fixing the computer systems and networks of organisations subject to the periodic compulsory audit of IT security and the criteria relating to the nature of the audit and its periodicity and the procedures for follow-up on the implementation of the recommendations contained in the audit report.
- Circular n° 19 dated 11 April 2007 regarding reinforcement of cybersecurity measures in public institutions.
- Circular n° 19 dated 18 July 2003 on safety and prevention measures for the buildings of ministries and local authorities and public enterprises.
- Law n° 2000-83 dated 9 August 2000 regarding electronic commerce (the "Electronic Commerce Law").
- Decree n° 2008-2639 dated 7 July 2008 setting the conditions and procedures for importing and marketing encryption tools or services through telecommunications networks.
- Law n° 2004-63 dated 27 July 2004 regarding the protection of personal data (the Personal Data Protection Law).
- Law n° 94-36 dated 24 February 1994 on literary and artistic property (the Copyright Law).

b) Non-binding regulatory guidance for professional users
- NISA Internet Policy Guidance.
- NISA Charter of Good Use of Computer Systems.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

The concept of critical infrastructure is not embodied under the Applicable Laws. However, we assume that such infrastructures are those that treat or contain sensitive data relating to national security and interest, owned by Government or State entities such as the Ministry of Interior Affairs and the Ministry of National Defence – which are excluded from the cybersecurity requirements including the compulsory audit requirement. Specific procedures must be set in coordination with the Ministry of National Defence and the Ministry of Interior Affairs and Local Development.

2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Yes. Specific entities must perform a mandatory audit to check their computer systems and networks at least once every 12 months to detect and prevent Incidents. Also, private and public entities must implement the measures ordered by the NISA upon receiving information by this authority of any Incident in order to preserve the safety of the networks in case of any cyber-attack. The Ministry in charge of Communication Technologies can issue a decision (based on a NISA proposal) to isolate the relevant network to protect the entire national network. Per Circular n° 19 dated 11 April 2007, public enterprises are expected to prevent Incidents through the creation of a “Computer Security Cell” in order to coordinate with the NISA and a “Computer Security Committee”. Also, per the guidance of the NISA, private entities shall implement a certified information security management system (“SMSI” in French) for the safe use of computer systems and networks.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

No. We do not believe that such requirement would interfere or conflict with other laws.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Yes.

a) In the event of an attack, intrusion or disruption that is likely to impede the operation of another computer system or network (article 10 of the Electronic Security Law).

b) A public or private entity is required to inform the NISA.

c) No limited scope is provided. We assume that such report should include information on the nature of the attack, intrusion or disruption.

d) No exceptions exist. At the same time, no stipulation in the Electronic Security Law provides that such reporting to the NISA shall be made public.
However, this does not exclude that local authorities may require, for national security or defence reasons, such information to remain confidential (non-public).

### 2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

The only regulatory authority that must be informed of Incidents is the NISA. After satisfying the reporting obligation to the NISA, there should be no prohibition to voluntarily share information relating to an Incident with other authorities outside Tunisia, or with any other entities. Please note that Tunisia has been invited to sign the Budapest Treaty regarding cybersecurity, thus other extraterritorial authorities may have to be informed in the future.

### 2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

There is no specific duty under Applicable Laws that would require organisations to report information related to Incidents or potential Incidents to any affected individuals.

However, from a civil liability perspective, it is recommended to inform individuals of Incidents or potential Incidents that may have an adverse effect. This could mitigate the organisations’ responsibility and the impact of such Incident on concerned individuals.

### 2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

Considering that the information set in the question includes personal data, although Applicable Laws do not specifically apply, we assume that informing the Data Protection Authority and the individual concerned would be strongly expected.

### 2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The Network and Information Security Agency (NISA) was created by the Electronic Security Law. NISA is a public enterprise practising its activity under the supervision of the Ministry in charge of Communication Technologies (https://www.ansi.tn/index.html).

### 2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

The Applicable Laws do not provide for specific sanctions except what was raised under question 1.1, “Failure by an organisation to implement cybersecurity measures”, above (i.e. an audit conducted by the NISA with the expenses borne by the breaching entity).

However, directors may be held liable under tort liability principles for breach of the provisions of the law if such breach results in prejudice suffered by any third parties.

### 2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

No specific examples are publicly available.

### 3 Specific Sectors

#### 3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Yes. Based on the Electronic Security Law and Decree n° 2004-1250, additional requirements are imposed upon public entities, companies that are operators of public telecommunications networks and providers of telecommunications and internet services, companies whose computer networks are interconnected through external telecommunications networks, and companies performing automated processing of their customers’ personal data in connection with the provision of their services through telecommunications networks.

According to NISA statistics, financial institutions in the private sector were audited heavily between 2010 and 2016 (https://www.ansi.tn/fr/pages/statistics/years/audit.html).

#### 3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

Yes. Please see question 3.1.

### 4 Corporate Governance

#### 4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an Incident amount to a breach of directors’ duties in your jurisdiction?

Tunisian law does not provide for a specific sanction applicable to a company that failed to comply with the provisions of cyber-criminality laws, except what was raised under question 1.1, “Failure by an organisation to implement cybersecurity measures”, above (i.e. an audit conducted by the NISA with the expenses borne by the breaching entity).

However, directors may be held liable for breach of the provisions of the law if such breach adversely affected third parties.
4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

a) Yes, companies mentioned under Decree n° 2004-1250 are required to designate a chief information security officer (CISO) (Circular n° 19 of 11 April 2007 regarding reinforcement of cybersecurity measures in public institutions).

b) Yes, the companies referred to above must establish a written Incident response plan and update it annually.

c) Yes. Conducting periodic cyber risk assessments is mandatory for the above-mentioned entities (see question 1.1, “Failure by an organisation to implement cybersecurity measures” and question 2.3). However, there are no legal requirements to include third-party vendors within the cyber risk assessment.

d) Yes, during audits (article 3 of Decree n° 2004-1250).

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

No, except for the requirements mentioned in question 2.3.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

No, there are no specific requirements in this regard.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

The civil action that may be brought is a tort action (for damages under extra-contractual liability).

Per articles 82 and 83 of the Code of Obligations and Contracts, there are three elements to be evidenced:

1) the fault (either intentional or non-intentional);
2) the damage suffered; and
3) the link between the fault and damage suffered.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

To the best of our knowledge, there is no published caselaw related to Incidents.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Yes. Please see question 5.1.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes, per article 4 of the Insurance Code, every legitimate interest can be insured.

Such Incidents are not commonly insured as they correspond to new risks in Tunisia. However, few insurance companies have started to offer insurance coverage for similar risks.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

No, parties can freely agree on any conditions provided that it does not contravene public order rules and good morals.

7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

a) Yes, per the NISA Internet Policy Guidance, a set of rules is provided to monitor employees in this regard.

b) Yes, per the NISA Charter of Good Use of Computer Systems, each user is required to report any anomaly to the administrator.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

No, there are no Applicable Laws that prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

Per the Criminal Procedures Code, judicial police officers may be relied upon to investigate an Incident. In practice, they have broad powers (hearings, testimony and evidence collection, etc.).

Judicial police officers are the following: public prosecutors; cantonal judges; police officers; officers of the national guard; the “Sheikhs”; authorised administrative agents; and investigating judges.

Infringements of the provisions of the Telecommunication Code are mainly investigated by the judicial police officers referred to above, sworn agents of the Ministry in charge of Communication Technologies and the Ministry of Interior Affairs, etc.
Under anti-terrorism law, judges of the anti-terrorism division are the competent body to investigate a terrorist incident; to do so, several means are offered to them: they can intercept calls; perform undercover infiltration; and conduct audio-visual surveillance.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

Yes.

Under the Applicable Laws, there are no special obligations for organisations to implement backdoors. However, according to article 14 of Decree n° 2008-2639 dated 7 July 2008, if these organisations are ordered by special services of the Ministry of Defence or the Ministry of Interior Affairs to provide any type of information regarding encryption tools, including encryption keys, they must answer this request without delay.
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Chapter 35

1 Criminal Activity

1.1 Would any of the following activities constitute a criminal offence in your jurisdiction? If so, please provide details of the offence, the maximum penalties available, and any examples of prosecutions in your jurisdiction:

Yes; hacking (i.e., unauthorised access), denial-of-service attacks (DDoS attacks), phishing, infection of IT systems with malware (including ransomware, spyware, and viruses), possession or use of hardware, software or other tools used to commit cybercrime (e.g., hacking tools), identity theft or identity fraud (e.g., in connection with access devices), and electronic theft (e.g., breach of confidence by a current or former employee, or criminal copyright infringement) may constitute criminal offences in the United States.

Computer crimes are principally prosecuted under the Computer Fraud and Abuse Act (CFAA). The CFAA criminalises hacking, DDoS attacks, malware, identity theft, and electronic theft. Violators may face up to 20 years in prison, restitution, criminal forfeiture, and/or a fine. In addition, in certain circumstances, the CFAA allows the victims of computer crimes to bring private civil actions against violators for compensatory damages and injunctive or other equitable relief.

Additional crimes defined in Title 18 of the United States Code that may be committed through a breach of cybersecurity are:

- Sections 1028 and 1028A criminalise identity theft and aggravated identity theft. Violators may face up to 15 years in prison, restitution, criminal forfeiture, and/or a fine.
- Section 1029 criminalises access device fraud and has been used to prosecute phishing and identity theft. Violators may face up to 20 years in prison, restitution, criminal forfeiture, and/or a fine.
- Section 2701 (also known as the Stored Communications Act) criminalises unlawful access to stored communications, including electronic theft. Violators may face up to one year in prison, restitution, criminal forfeiture, and/or a fine.

In recent years, there have been several high-profile “hacking and trading” prosecutions that demonstrate how various criminal statutes interact in relation to computer crimes. For example, in August 2015, the U.S. Department of Justice charged nine people in an international scheme to hack business newswire companies to steal non-public financial information that the individuals used to make stock trades that generated $30 million in illegal profits. The charges included wire fraud, securities fraud, money laundering, computer fraud, and aggravated identity theft.

Similarly, in November 2017, the U.S. Department of Justice charged a day trader who conspired to hack into victims’ online brokerage accounts and used them to liquidate positions and place unlawful trades. The charges included conspiracy to commit securities fraud and computer intrusions, conspiracy to commit wire fraud, and conspiracy to commit money laundering.

Any other activity that adversely affects or threatens the security, confidentiality, integrity or availability of any IT system, infrastructure, communications network, device or data

In addition to the statutes identified above, the U.S. criminal code includes statutes that criminalise activity that adversely affects or threatens the security, confidentiality, integrity or availability of IT systems, infrastructure, communications networks, devices or data. For example, the Wiretap Act criminalises the unauthorised interception of a communication or the subsequent disclosure or use of an intercepted communication, as well as the manufacture, distribution, or possession of equipment to be used for unlawful interception. Violators may face up to five years in prison, a fine and, in certain circumstances, civil damages.

In addition, the CAN-SPAM Act creates several computer crimes involving spam email, including accessing a computer without authorisation to send spam email, falsely registering for email accounts or domain names to send spam, materially falsifying email header information, and hiding the origin of spam email. Violators may face up to three years in prison and fines of over $40,000 for each email sent in violation of the statute.

Failure by an organisation to implement cybersecurity measures

No federal statutes universally criminalise an organisation’s failure to implement cybersecurity measures. There are, however, sector-specific data protection regulations that may result in regulatory enforcement action, including potential fines and/or exposure to damages in a civil action (e.g., the Gramm-Leach-Bliley Act discussed in section 3.2(a) below and the Health Insurance Portability and Accountability Act). In addition, the Federal Trade Commission may assess penalties against organisations that fail to take reasonable cybersecurity precautions to protect consumer data.

In addition, many states have laws or regulations that impose cybersecurity, data protection, or notification requirements on covered organisations. For example, in 2017, New York’s Department of Financial Services implemented its Cybersecurity Regulation, which requires banks, insurance companies, and other covered entities to establish and maintain a cybersecurity programme designed to protect consumers and ensure the safety and soundness of New York State’s financial services industry. Similarly, in 2018 the state of Colorado enacted privacy and cybersecurity legislation that will require covered entities to implement and maintain reasonable procedures around the protection and maintenance of confidential information.
1.2 Do any of the above-mentioned offences have extraterritorial application?

Several of the statutes that create the above-mentioned offences provide explicitly for extraterritorial jurisdiction. Even in the absence of an explicit provision for extraterritorial jurisdiction, however, U.S. prosecutors often take a broad view of the statutes’ jurisdictional reach and will likely assert jurisdiction over computer crimes that were intended to cause or actually caused detrimental effects within the United States, including any damage or illicit access to systems or servers in the U.S.

Similarly, state laws or regulations may apply to entities that are licensed or regulated in a particular state regardless of where those entities are headquartered, and state prosecutors may assert jurisdiction over any such entities that have violated state laws or regulations.

1.3 Are there any actions (e.g. notification) that might mitigate any penalty or otherwise constitute an exception to any of the above-mentioned offences?

A number of factors, including cooperation with investigators, use of outside counsel and experts to conduct a thorough internal investigation, and remediation efforts, are relevant to the determination of criminal and civil penalties imposed by government regulators in enforcement proceedings. As discussed in question 7.2 below, disclosure of information by “whistleblowers” is also protected under a number of statutes.

1.4 Are there any other criminal offences (not specific to cybersecurity) in your jurisdiction that may arise in relation to cybersecurity or the occurrence of an incident (e.g. terrorism offences)? Please cite any specific examples of prosecutions of these offences in a cybersecurity context.

In appropriate circumstances, U.S. prosecutors may prosecute computer crimes under other criminal statutes, even if the conduct might also be prosecuted as computer crimes. For example, prosecutors may proceed under piracy, intellectual property, harassment, espionage, or securities fraud statutes, because those statutes have more generous statutes of limitation, provide greater investigative authority, or authorise higher penalties. As noted in question 1.1 above, charges for wire fraud, securities fraud, money laundering, computer fraud, and aggravated identity theft have been brought against hackers who traded on the non-public information they obtained.

2 Applicable Laws

2.1 Please cite any Applicable Laws in your jurisdiction applicable to cybersecurity, including laws applicable to the monitoring, detection, prevention, mitigation and management of Incidents. This may include, for example, laws of data protection, intellectual property, breach of confidence, privacy of electronic communications, information security, and import/export controls, among others.

In the United States, numerous federal and state laws and regulations govern cybersecurity issues, with the applicability of particular regulations depending on the sector and geographic operations of the organisations in question.

There is no overarching federal data protection or Incident management law, but federal law does prescribe requirements for healthcare providers (in the Health Insurance Portability and Accountability Act (HIPAA)) and the financial services and telecommunications sectors (as discussed in section 3 of this chapter).

By contrast, every state has now enacted laws requiring notification of affected individuals and/or state regulators following cybersecurity Incidents, and many states also have information security statutes. For example, Massachusetts’s Standards for the Protection of Personal Information of the Residents of the Commonwealth imposes regulations to safeguard the personal information of state residents. Some states also have sector-specific statutes, such as New York’s Cybersecurity Regulation, applicable to banks, insurance companies, and other covered entities.

The Electronic Communications Privacy Act (ECPA) establishes privacy protection for data and electronic communications in transit or in storage and prohibits warrantless pen register and trap and trace operations involving electronic communications.

The United States maintains a comprehensive export control regime that is governed by the Arms Export Control Act (AECA), the International Traffic in Arms Regulations (ITAR), the Export Administration Regulations (EAR), and the Commerce Control List (CCL). These laws impose export controls on cryptographic and other cybersecurity-related technology. Additionally, the United States is party to the Wassenaar Arrangement on Export Controls for Conventional Arms and Dual-Use Goods and Technologies, which was amended in 2013 to cover export controls on “intrusion software” and “IP network communications surveillance systems”. After substantial pressure from private industry and the security research community, in December 2017 the U.S. negotiated a number of amendments to specifically exempt vulnerability disclosure and cyber Incident response activities from these export controls, as well as software used to research intrusion software.

In addition to the Applicable Laws described above, criminal laws in the United States address various computer crimes. Applicable cybersecurity-related criminal statutes are discussed in section 1 of this chapter.

2.2 Are there any cybersecurity requirements under Applicable Laws applicable to critical infrastructure in your jurisdiction? For EU countries only, please include details of implementing legislation for the Network and Information Systems Directive and any instances where the implementing legislation in your jurisdiction is anticipated to exceed the requirements of the Directive.

Under the USA PATRIOT Act, 16 sectors (including communications, critical manufacturing, defence industrial base, nuclear reactors, and transportation systems) have been designated as comprising critical infrastructure as to which the federal government must enhance cybersecurity and deepen engagement with private sector actors. Executive Order 13636 (Improving Critical Infrastructure Cybersecurity), Presidential Policy Directive/PPD-21 (Critical Infrastructure Security and Resilience), and Executive Order 13800 (Strengthening the Cybersecurity of Federal Networks and Critical Infrastructure) direct the federal agencies that oversee the designated sectors to develop cybersecurity risk management rules. To varying degrees, the Departments of Agriculture, Defense, Energy, Health and Human Services, Homeland Security, Transportation, and Treasury have promulgated sector-specific requirements and recommendations, and have established sector-specific programmes that involve relevant private parties and state governments.
2.3 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to take measures to monitor, detect, prevent or mitigate Incidents? If so, please describe what measures are required to be taken.

Yes, federal law requires organisations in certain sectors to take measures to monitor, detect, prevent or mitigate Incidents. Several federal regulatory agencies, notably the U.S. Securities and Exchange Commission, have indicated that they will monitor regulated entities’ cybersecurity risk management systems and controls, and require public disclosure relating thereto. In 2017, the SEC announced the creation of a Cyber Unit within its Enforcement Division to specifically focus on cyber-related misconduct. In February 2018, the SEC also released an Interpretive Statement and Guidance on Public Company Cybersecurity Disclosures, which expanded previous guidance and stressed that regulated companies have an affirmative obligation to disclose material cybersecurity risks and Incidents and that an ongoing Incident investigation does not allow a company to avoid making such disclosures. And in April 2018, the SEC charged Altaba Inc. (formerly Yahoo! Inc.) with failing to disclose a material cybersecurity breach. Altaba agreed to pay a $35 million civil penalty to settle the SEC’s charges.

As noted in question 2.1, all 50 states have now implemented laws applying Incident-related requirements on organisations.

2.4 In relation to any requirements identified in question 2.3 above, might any conflict of laws issues arise? For example, conflicts with laws relating to the unauthorised interception of electronic communications or import/export controls of encryption software and hardware.

Federal cybersecurity regulations are largely consistent, though organisations that operate in multiple regulated sectors could encounter conflicting requirements or expectations. The greatest risk of conflict of laws issues exists with respect to state law systems, which may vary greatly. For example, all states have independent data breach notification requirements, which require covered organisations to provide notifications to particular individuals or entities, in particular formats, and within specified time periods. State law requirements on those points may be inconsistent. Differing notification requirements create a significant compliance challenge for companies operating in multiple jurisdictions.

2.5 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to a regulatory or other authority in your jurisdiction? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; (b) the regulatory or other authority to which the information is required to be reported; (c) the nature and scope of information that is required to be reported (e.g. malware signatures, network vulnerabilities and other technical characteristics identifying an Incident or cyber attack methodology); and (d) whether any defences or exemptions exist by which the organisation might prevent publication of that information.

Yes. Applicable Laws include a number of sector-specific Incident notification requirements. For example, HIPAA imposes notification requirements on healthcare providers who suffer data breach Incidents. Under HIPAA, in the event of a data breach, covered entities must notify the Secretary of Health and Human Services. The timing of the notification depends on the number of individuals whose protected health information was compromised. Covered entities are not required to include data like malware signatures or other technical information, though investigators may seek access to this information if the Incident becomes the source of a criminal investigation. Because HIPAA only requires notification for breaches of protected health information, certain healthcare providers have not provided notification for other Incidents, such as ransomware attacks.

As noted in question 2.3, in 2018 the U.S. Securities and Exchange Commission released updated guidance on cybersecurity disclosures, stating that any publicly traded or SEC-regulated company is expected to report material data breaches.

In addition, all states have their own Incident notification laws. For example, New York’s Cybersecurity Regulation requires covered financial entities to provide notice to the Superintendent of New York’s Department of Financial Services within 72 hours after certain cybersecurity events.

2.6 If not a requirement, are organisations permitted by Applicable Laws to voluntarily share information related to Incidents or potential Incidents with: (a) a regulatory or other authority in your jurisdiction; (b) a regulatory or other authority outside your jurisdiction; or (c) other private sector organisations or trade associations in or outside your jurisdiction?

Yes, the Cybersecurity Information Sharing Act (CISA) authorises private entities to voluntarily share cyber threat indicators or defensive measures with certain government or quasi-government entities (including federal, state, and local governments and regulatory authorities).

2.7 Are organisations required under Applicable Laws, or otherwise expected by a regulatory or other authority, to report information related to Incidents or potential Incidents to any affected individuals? If so, please provide details of: (a) the circumstance in which this reporting obligation is triggered; and (b) the nature and scope of information that is required to be reported.

In certain sectors governed by federal law and under many state laws, organisations are required to notify affected individuals that their information has been compromised. The content and timing of the required notifications varies.

2.8 Do the responses to questions 2.5 to 2.7 change if the information includes: (a) price-sensitive information; (b) IP addresses; (c) email addresses (e.g. an email address from which a phishing email originates); (d) personally identifiable information of cyber threat actors; and (e) personally identifiable information of individuals who have been inadvertently involved in an Incident?

The sharing of such information with regulators or other law enforcement authorities is explicitly authorised by the CISA. In addition, items (b) through (d) are unlikely to be protected information under U.S. law and may be disclosed more broadly.

2.9 Please provide details of the regulator(s) responsible for enforcing the requirements identified under questions 2.3 to 2.7.

The enforcement of federal Incident-related laws varies by sector. For example, the Office for Civil Rights at the Department of Health
and Human Services investigates violations of HIPAA’s cybersecurity requirements, the SEC investigates federal securities laws relating to cybersecurity, the Federal Trade Commission (FTC) investigates compromise of consumer information through cybersecurity breaches, and the Department of Justice prosecutes violations of federal criminal cybersecurity statutes.

Most states have similar sector-specific enforcement frameworks. For example, the Superintendent of the New York Department of Financial Services is responsible for enforcing the Cybersecurity Regulation. Other states may grant enforcement authority to the Attorney General or agencies responsible for consumer protection.

### 2.10 What are the penalties for not complying with the requirements identified under questions 2.3 to 2.8?

There is no overarching penalties framework for violations of federal laws. Rather, penalties vary depending on the particular laws, rules or regulations at issue. For example, HIPAA imposes maximum fines up to $50,000 per violation and $1.5 million per organization per calendar year. Additionally, the U.S. Federal Sentencing Guidelines will be used in determining the criminal sanctions for individuals who face federal prosecution for any criminal actions leading up to or in response to Incidents.

Similarly, there is no overarching penalties framework for violations of state laws and possible penalties may vary greatly from state to state. Some states’ penalties frameworks are based on consumer protection laws or specific cybersecurity statutes; some states’ cybersecurity laws, including New York’s Cybersecurity Regulation, are silent on penalties.

### 2.11 Please cite any specific examples of enforcement action taken in cases of non-compliance with the above-mentioned requirements.

The failure of companies to implement adequate cybersecurity programmes to protect against and mitigate Incidents has resulted in enforcement action across numerous sectors. For example, in 2018, Altaba Inc. (formerly Yahoo! Inc.) agreed to pay the SEC a $35 million penalty to settle charges for failing to disclose its 2014 data breach, which was the largest known theft of user data at the time, and for making materially misleading statements in its quarterly and annual reports for the next two years. In 2016, the Canadian company Ashley Madison settled FTC and state charges for its 2015 customer data breach, ultimately paying $1.6 million. In 2015, Wyndham Hotels settled FTC charges for failing to prevent or mitigate multiple data breaches. The settlement established a 20-year compliance programme for Wyndham, requiring them to implement a security programme and receive regular audits and assessments.

Between 2003–2018, the HHS Office of Civil Rights has settled or imposed penalties in 55 cases against organisations alleged to have violated HIPAA data security requirements, resulting in almost $79 million in aggregate penalties.

In June 2018, Equifax agreed to a consent order with an eight-state team of regulatory agencies, including New York and California, which required certain changes to Equifax’s IT management, risk mitigation and management oversight in response to the 2017 Equifax data breach, which resulted in the theft of personal information of over 145 million people.

### 3 Specific Sectors

#### 3.1 Does market practice with respect to information security (e.g. measures to prevent, detect, mitigate and respond to Incidents) vary across different business sectors in your jurisdiction? Please include details of any common deviations from the strict legal requirements under Applicable Laws.

Yes, market practice with respect to information security varies significantly across industry sectors. Organisations in well-regulated industries like the financial services sector are more likely to have established cybersecurity processes in accordance with the relevant regulations (e.g., SEC-regulated firms must have written policies to protect customer information under SEC Regulation S-P). Financial services firms also recognise the financial risk of customer financial information being released – a 2017 FINRA report revealed that most broker-dealer firms that FINRA examined had significantly increased their focus on cybersecurity risks in the previous two years and had established, or were establishing, cybersecurity risk management practices. Other industries that perhaps have fewer cybersecurity regulations or face competing priorities are less likely to have established robust cybersecurity practices. For example, the retail industry – where narrow profit margins might discourage the deployment of expensive defensive software or equipment – only recently began investing significant resources into cybersecurity after a number of high-profile data breaches.

In addition to the differences in market practice across sectors, market practices can differ greatly within a specific sector based on the size and sophistication of individual entities. For example, even though the healthcare industry must protect customer information under the Security Rule of the Health Insurance Portability and Accountability Act (HIPAA), the rule is flexible and allows smaller healthcare providers to incorporate less advanced cybersecurity practices based on their capability, technical infrastructure, and ability to cover the cost of a solution. In fragmented industries like healthcare, market practice will vary significantly and many smaller entities will be less capable of preventing, detecting, mitigating or responding to cybersecurity Incidents.

#### 3.2 Are there any specific legal requirements in relation to cybersecurity applicable to organisations in: (a) the financial services sector; and (b) the telecommunications sector?

(a) Financial Services Sector

Federal laws, as well as regulatory agency rules or regulations, impose data protection and cybersecurity requirements on organisations in the financial services sector. Examples include:

- The Gramm-Leach-Bliley Act (GLBA) requires financial institutions to “establish appropriate standards” to safeguard customer information and imposes fines of up to $100,000 for institutions and $10,000 for individual officers for each violation.
- The Safeguards Rule (also known as SEC Regulation S-P) requires regulated firms to adopt and implement written policies and procedures to protect customer information.
- The Federal Deposit Insurance Act (FDIA) imposes “operational and management standards”, which include “internal controls, information systems, and internal audit systems”.

(b) Telecommunications Sector

Similarly, telecommunications providers are subject to specific legal requirements to protect customers’ personal information. The Federal Communications Commission (FCC) requires telecommunications providers to have robust cybersecurity programmes to protect against and mitigate Incidents. The FCC’s Enforcement Bureau investigates violations of the FCC’s rules and imposes penalties on organisations that fail to comply with cybersecurity requirements. In 2019, the FCC issued a $19 million fine to a telecommunications provider for violating the FCC’s Rules on cybersecurity and in 2020, a $25 million fine to another provider for failing to implement adequate cybersecurity measures.

While specific legal requirements vary by sector, organisations across all industries are increasingly required to establish and maintain robust cybersecurity practices to protect against Incidents.
4 Corporate Governance

4.1 In what circumstances, if any, might a failure by a company (whether listed or private) to prevent, mitigate, manage or respond to an incident amount to a breach of directors’ duties in your jurisdiction?

The failure to implement and maintain an adequate cybersecurity programme might expose directors and officers to liability in shareholder derivative lawsuits. Directors and officers owe fiduciary duties to their shareholders that include overseeing enterprise risk management. Directors and officers who are not meaningfully involved in overseeing the risk management of the company, or who are negligent in their response to cyber Incidents, may face liability. The 2013 Target Corp data breach is a noteworthy example. In the ensuing lawsuit, the plaintiffs argued that Target Corp’s directors failed to adequately manage the risk of a cybersecurity Incident both before and after the data breach. Following a two-year special litigation committee investigation, the derivative action against Target Corp and its directors was dismissed because the company and its directors made consistent, deliberate efforts to address cybersecurity requirements and risks.

4.2 Are companies (whether listed or private) required under Applicable Laws to: (a) designate a CISO; (b) establish a written Incident response plan or policy; (c) conduct periodic cyber risk assessments, including for third party vendors; and (d) perform penetration tests or vulnerability assessments?

The Safeguards Rule (SEC Regulation S-P) requires financial institutions, broker-dealers, and investment firms to designate one or more employees to coordinate its information security programme. In addition, the New York Cybersecurity Regulation requires covered entities to designate a CISO.

The Interagency Guidelines Establishing Information Security Standards direct covered entities to include Incident response programmes in their information security programmes. In addition, the SEC and the Financial Industry Regulatory Authority (FINRA) have stated that their examination programmes will test the implementation of cybersecurity procedures and controls by investment advisors and broker-dealers. The New York Cybersecurity Regulation requires covered entities to have a written Incident response plan. Other states’ laws may require Incident response plans for certain organisations that operate in their jurisdiction.

The Interagency Guidance on Response Programs for Unauthorized Access to Customer Information and Customer Notice directs financial institutions to conduct risk assessments as part of their information security programmes. The guidance also directs institutions to address Incidents in systems maintained by third-party service providers. In addition, the New York Cybersecurity Regulation requires covered entities to conduct regular risk and vulnerability assessments, including risk assessments of third-party service providers. Other states’ laws may require risk assessments by organisations that operate in their jurisdiction.

4.3 Are companies (whether listed or private) subject to any specific disclosure requirements in relation to cybersecurity risks or Incidents (e.g. to listing authorities, the market or otherwise in their annual reports)?

Federal law establishes breach notification only for specific sectors, such as healthcare facilities, which are required under HIPAA to notify affected individuals through various media following a breach. As noted in question 2.3, in 2018 the U.S. Securities and Exchange Commission released guidance that all publicly traded or SEC-regulated companies are expected to report material data breaches. Separately, all 50 states have passed laws requiring organisations to notify affected individuals of security breaches in which personal information was compromised. While state law notice requirements differ, many require individual notifications to affected individuals, as well as notifications to state authorities or consumer reporting agencies. For example, New York’s Cybersecurity Regulation requires notice to the Department of Financial Services Superintendent following cybersecurity events that impact covered entities.

4.4 Are companies (whether public or listed) subject to any other specific requirements under Applicable Laws in relation to cybersecurity?

This chapter outlines the principal federal laws and requirements relating to cybersecurity. State laws and regulations, like New York’s Cybersecurity Regulation, may establish additional requirements with
respect to cybersecurity. In addition, other federal or state laws that do not relate specifically to cybersecurity may include requirements (e.g., privacy requirements) that bear on cybersecurity.

5 Litigation

5.1 Please provide details of any civil actions that may be brought in relation to any Incident and the elements of that action that would need to be met.

The Computer Fraud and Abuse Act (CFAA) establishes a private cause of action for intentional harm caused by electronic means that covers hacking, denial-of-service attacks, infection of IT systems with malware, and computer-related fraud, among others. Recovery in damages is available for “any impairment to the integrity or availability of data, a program, a system or information” as well as “any reasonable cost to any victim, including the cost of responding to an offense, conducting a damage assessment, and restoring the data, program, system, or information to its condition prior to the offense, and any revenue lost, cost incurred, or other consequential damages incurred because of interruption of service”. To be actionable, the misconduct must cause at least $5,000 in losses in a one-year period, cause physical injury, affect medical treatment or public health or safety, or affect a computer used by a U.S. government entity in the area of justice, national defence or national security.

The Electronic Communications Privacy Act (ECPA) prohibits unauthorised intentional interception, use, or disclosure of any wire, oral, or electronic communication and permits a person whose wire, oral, or electronic communication is intentionally intercepted, disclosed, or used without authorisation to recover actual and punitive damages, attorneys’ fees, litigation costs, and equitable relief. The Stored Communications Act (SCA) prohibits intentional unauthorised access to stored electronic communications, and unauthorised disclosure of any stored communications by a provider of remote computing services or electronic communication services and relief may include preliminary and other equitable or declaratory relief, actual damages, attorneys’ fees, and litigation costs.

As discussed in question 5.3, an Incident may also give rise to claims under a number of state law tort theories.

5.2 Please cite any specific examples of cases that have been brought in your jurisdiction in relation to Incidents.

Many litigated cases relate to Incidents committed by current or former employees of the targeted company who exceed authorisations or violate confidentiality obligations in misappropriating electronic information for use on behalf of a new employer. In such cases, claims have been sustained under the CFAA where the employer could show it was required to take investigative measures that cost more than the $5,000 statutory loss threshold, while other claims have been dismissed for failure to allege sufficient damage. State law claims for misappropriation of trade secrets and unfair competition have also succeeded on such facts.

In Register.com, Inc. v. Verio, Inc., 126 F. Supp. 2d 238 (S.D.N.Y. 2000), the court issued a preliminary injunction under the CFAA and state law trespass to chattels against a defendant who used a bot to systematically query the plaintiff’s domain name registry to compile information for mass marketing. The requisite damage was held to be established by the impairment of the plaintiff’s server capacity by the activity of the defendant’s bot. Liability under the ECPA was held to be established and statutory damages of $100 per day of violation awarded, albeit on a default judgment, in DirectTV, Inc. v. Perrier, 2004 U.S. Dist. LEXIS 9258 (W.D.N.Y. 2004), where the defendants used an “Unlooper” that was “designed to permit the viewing of plaintiff’s television programming without authorisation by or payment to plaintiff” and could not have had any other significant purpose.

In a case involving “a pattern of suspicious logins to numerous subscriber accounts” of a real estate listing website, Kaufman v. Nest Seekers, LLC, 2006 U.S. Dist. LEXIS 71104 (S.D.N.Y. Sep. 26, 2006), the court held that the subscribers’ ability to email listings to other subscribers or third parties rendered the site an “electronic communication service” protected by the SCA.

5.3 Is there any potential liability in tort or equivalent legal theory in relation to an Incident?

Some Incidents may satisfy the elements of the torts of conversion, trespass to chattel, or fraud under state law in New York and likely other states. In Hecht v. Components International, Inc., 867 N.Y.S.2d 889 (Sup. Ct. 2008), involving an ex-employee’s unauthorised access to a company’s computer system, the court held that deletion of emails or other electronically-stored information could constitute trespass to chattel if it thereby deprived the plaintiffs of the use of such information, or “impaired […] its condition, quality or value”, but found that the company failed to establish that the emails deleted by the ex-employee were valuable to the company. With respect to computer systems themselves, the court in School of Visual Arts v. Kuprewicz, 771 N.Y.S.2d 804 (Sup. Ct. 2003) held that allegations that the defendant intentionally sent large volumes of unsolicited emails that “depleted hard disk space, drained processing power, and adversely affected other system resources on [plaintiff’s] computer system” stated a claim for trespass to chattels.

6 Insurance

6.1 Are organisations permitted to take out insurance against Incidents in your jurisdiction?

Yes. Cyber insurance policies are available on a standalone basis, as costs related to Incidents are typically excluded from coverage under general business insurance policies.

6.2 Are there any regulatory limitations to insurance coverage against specific types of loss, such as business interruption, system failures, cyber extortion or digital asset restoration? If so, are there any legal limits placed on what the insurance policy can cover?

There are no regulatory or legal limitations to what cyber insurance policies can cover, though losses due to the insured’s failure to remedy known security flaws are typically excluded.

In re Yahoo! Inc. Secs. Litig., No. 5:17-cv-00373-LHK (N.D. Cal.), the court approved an $80 million shareholder settlement with Altaba Inc. (formerly Yahoo! Inc.) in response to two class actions against Altaba, alleging that it had violated federal securities laws in its response to data breach Incidents in 2014 and 2016.
7 Employees

7.1 Are there any specific requirements under Applicable Law regarding: (a) the monitoring of employees for the purposes of preventing, detection, mitigating and responding to Incidents; and (b) the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer?

(a) Employers monitoring their employees are generally subject to the ECPA's prohibition on intentionally intercepting wire, oral or electronic communications while in transit, accessing stored wire or electronic communications, or disclosing or using the contents of such communications.

Two exceptions, however, are commonly applicable to employers:

- the business purpose exception, which permits employers to monitor oral, wire and electronic communications as long as employers can show a legitimate business purpose for doing so; and
- the employee consent exception, which allows employers to monitor employee communications, provided that they have their employees' consent to do so.

(b) There are no specific requirements under Applicable Law regarding the reporting of cyber risks, security flaws, Incidents or potential Incidents by employees to their employer. There may be applicable provisions in employer policies or employees' contracts of employment that could create such requirements.

7.2 Are there any Applicable Laws (e.g. whistle-blowing laws) that may prohibit or limit the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee?

There is no U.S. federal law specific to the reporting of cyber risks, security flaws, Incidents or potential Incidents by an employee. However, there are a number of laws protecting whistleblowers in particular contexts that may apply to such reports:

- the Sarbanes-Oxley Act, applicable to reports of fraud and securities violations at publicly traded companies;
- the Dodd-Frank Wall Street Reform and Consumer Protection Act, applicable to reports of securities violations;
- the Occupational Safety and Health Act, applicable to reports of occupational health and safety violations;
- the Financial Institutions Reform Recovery and Enforcement Act, applicable to reports of legal violations at banks and other depository institutions;
- the Energy Reorganization Act, applicable to reports by employees in the nuclear industry of violations of that law, the Atomic Energy Act, or Nuclear Regulatory Commission regulations; and
- the Defend Trade Secrets Act, which applies to employees who disclose a trade secret (a) in confidence to a governmental official or an attorney, solely for the purposes of reporting or investigating a suspected violation of law, or (b) in a document that is filed under seal in a lawsuit or other proceeding.

8 Investigatory and Police Powers

8.1 Please provide details of any investigatory powers of law enforcement or other authorities under Applicable Laws in your jurisdiction (e.g. antiterrorism laws) that may be relied upon to investigate an Incident.

The U.S. Department of Justice and other sector-specific regulatory authorities have the authority to investigate cybersecurity Incidents. The Department of Justice has broad authority to investigate potential criminal offences. Nevertheless, certain laws, including the Stored Communications Act (SCA), the Wiretap Statute, and the Communication Assistance for Law Enforcement Act (CALEA), provide particular powers or tools that the Department of Justice has at its disposal to investigate possible computer crimes. In response to United States v. Microsoft, in which Microsoft objected to the extraterritorial reach of a warrant issued under the SCA, the U.S. government enacted the CLOUD Act in 2018, which expressly provides that a warrant issued under Section 2703 of the SCA can be used to compel a company operating in the U.S. to produce certain electronic communications data within its “possession, custody, or control”, regardless of whether that data is stored outside the United States.

Sector-specific regulatory agencies, such as the U.S. Securities and Exchange Commission or the Financial Industry Regulatory Agency, have the authority to investigate cybersecurity Incidents.

8.2 Are there any requirements under Applicable Laws for organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys?

There are no federal laws that require organisations to implement backdoors in their IT systems for law enforcement authorities or to provide law enforcement authorities with encryption keys.
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